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Abstract 

This paper shows evidence of strong heterogeneity in the relationship between 
government size and growth, depending on the quality of public sector institutions. 
Focusing on a wide sample of developed and developing countries over the period 
1981-2005, we find that government size reduces growth when bureaucracy quality is 
low, whereas no significant effect is observed for sufficiently high levels of bureaucracy 
quality. The results hold both in cross-section and panel data analyses and are robust to 
a large number of robustness checks. These findings have important implications for 
assessing the role of government size in economic growth.  
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I. INTRODUCTION 

The empirical literature on economic growth has been abundant during the past two decades. 
The seminal work of Barro (1991) popularized the cross-sectional econometric analysis of 
growth determinants across countries and since then his approach has been applied 
extensively by researchers. One issue that has attracted much interest from scholars is the 
effect of public policies on growth, with a particular focus on fiscal policy. More specifically, 
considerable attention has been directed to analyze the influence of government size –
measured by government expenditure– on per capita GDP growth. Despite all the work 
conducted, there is no consensus among researchers on the importance of government size in 
affecting economic growth. Some authors find negative effects while others point out that the 
relationship is positive or not significant. In the first group we find Barro (1991), De la Fuente 
(1997) or Fölster and Henrekson (1997, 2001). Among the works that argue that the 
relationship between government size and growth is positive or non-significant are Caselli et 

al. (1996) and Agell et al. (1997, 2006). 

Another strand of the growth literature underlines the importance of economic and political 
institutions. Since the work of Douglass C. North (1981),1 many economists have been 
concerned about the impact of institutions on economic development. Among others, we can 
highlight the contributions by Hall and Jones (1999), Acemoglu et al. (2001, 2002, 2003), 
Rodrik et al. (2004) and Easterly and Levine (2003). There is widespread agreement that good 
institutions are a precondition for economic growth and this argument has been widely 
accepted not only by academics but also by international organizations such as the World 
Bank.2 

By taking into consideration both branches of the literature, this paper focuses on the 
empirical link between government size and growth in a sample comprising developed and 
developing countries. We show that this relationship is nonlinear and varies with the quality 
of the public sector. Thus, we find that government size negatively affects economic growth 
only when bureaucratic quality is low. Behind this empirical finding there is the intuition that 
public spending may be negative for the real economy when the public administration is 
inefficient, corrupt or pursues the private interests of politicians and officials. By contrast, 
when quality standards in the public administration are high, politicians, officials and public 
employees are honest and do not abuse their power. Hence, in the situation where the 
                                                            
1 See also North and Thomas (1973). 

2 The World Development Report 2002 is clear about the importance of institutions in economic growth: “The 
ability of the state to provide those institutions that support growth and poverty reduction—often referred to as 
good governance—is essential to development. Countries that have failed in this respect have seen incomes 
stagnate and poverty persist.” (World Bank, 2002, p. 115). 
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government responds to citizen demands, works diligently and satisfactorily fulfils its 
functions, government size does not necessarily hinder economic growth. 

Therefore, the central message of this paper is that government can be an obstacle to 
economic growth when public sector institutions are weak, but is neutral when bureaucratic 
quality is high. Consequently, there is no reason to reduce the size of government if public 
sector institutions are of good quality. Although this is an important issue, to the best of our 
knowledge this study is the first that takes into account the level of public sector quality when 
assessing the relationship between government size and economic growth. 

In the first place, we estimate cross-section growth regressions for the period 1981-2005, 
where we analyze the effect of government size on long-term growth. All regressions show 
that the better the quality of public administration, the lower the negative effect of 
government size on growth, until the effect becomes insignificant when public sector quality 
is sufficiently high. In the second place, in order to overcome the shortcomings of the cross-
section approach as well as to exploit the time variation of the data, we estimate panel 
regressions with the system GMM estimator. In a variety of specifications we also find 
consistent evidence showing that the negative relationship between government size and per 

capita GDP growth disappears when institutional quality is high. 

These results contribute to shed light on the debate over whether government size is an 
obstacle to growth. Our analysis indicates the existence of high heterogeneity in the 
relationship between government size and growth that is driven by the level of public sector 
quality. Our work constitutes an example of the importance of taking into account the 
interactions between factors causing a phenomenon as complex as economic growth. 

The remainder of the paper is organized as follows. Section 2 reviews the literature on the link 
between government size and growth as well as provides some arguments supporting the 
importance of the quality of public sector institutions in the link between government size and 
growth. Section 3 takes a first look at the data. Section 4 presents the results from the cross-
section analysis, while section 5 reports the panel data estimations. Section 6 puts forward 
some policy implications and concludes. 

II. OVERVIEW OF PREVIOUS LITERATURE AND THE IMPORTANCE OF PUBLIC 
SECTOR QUALITY 

Early growth models formulated by Solow (1956) and Cass (1965), among others, conceived 
the long-run growth process as explained by exogenous forces such as technological progress 
and population growth. Under this paradigm, the role public policy can play is thus limited, 
being able to only affect the level of income. Endogenous growth theory pioneered by the 
work of Romer (1986, 1990), Lucas (1988), Barro (1990) and Rebelo (1991) points out 
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mechanisms by which policy variables can influence not only the level of output but also 
steady-state output growth. Theoretically, it has been argued that certain government 
expenditures such as national defense, basic economic institutions, human capital, research 
and development and infrastructure are likely to produce positive effects on growth (Barro, 
1990; Lucas, 1988; Romer, 1990). These expenditures enter into the production function of 
the economy. They are characterized by positive externalities or the inability to be provided 
by the private sector.  

As far as empirical growth studies are concerned, Barro (1991) finds evidence supporting the 
existence of a negative growth effect from government consumption (net of government 
expenditure on defense and education) from a pure cross-section approach applied to a wide 
sample of countries over the period 1960–85. Many studies have followed this line of 
research, estimating cross-section regressions that control for initial GDP levels, investment 
shares and a wide range of policy variables. Easterly and Rebelo (1993) argue that 
government size proxies such as aggregate expenditures or revenues expressed as a share of 
GDP fail to enter significantly in Barro regressions because they are highly correlated with 
initial income levels. 

Some other studies have focused on the impact of the size of the public sector on growth. De 
la Fuente (1997) estimates growth specifications augmented with the size of the government, 
which enters the production function as an externality. De la Fuente finds for the OECD that 
aggregate government expenditures negatively affect growth and income levels over the 
period 1970–95, while aggregate revenues normally appear insignificant. Agell et al. (1997) 
analyze the impact of government size on growth in a cross-section of 23 OECD countries 
over the period 1970–90, finding that the coefficient on public sector size is unstable and 
loses easily the statistical significance. These results have been criticized by Fölster and 
Henrekson (1997) on the grounds that the cross-section methodology is problematic. They 
repeat Agell et al.’s (1997) exercise using a pooled two-stage least squares (2SLS) estimator 
to deal with endogeneity, finding evidence of a robust negative link between government size 
and growth. In a similar panel study, Fölster and Henrekson (2001) again report a negative 
effect of government size on growth. Focusing on a sample of UE-15 countries, Romero-
Ávila and Strauch (2008) find that government size measured either with total expenditure or 
revenue shares, government consumption and direct taxation negatively affect growth rates of 
GDP per capita, while public investment has a positive impact. 

More recently, Bergh and Karlsson (2010) study a panel of rich countries using ordinary least 
squares (OLS) and the BACE algorithm, finding that government size robustly correlates 
negatively with growth. They also find some evidence that countries with big government can 
use economic openness and economic policies to mitigate its negative effects. Focusing on a 
sample of industrial and developing countries, Mollick and Cabral (2011) observe strong 
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negative effects of government size on economic growth in yearly time spans, while the 
relation disappears in 5-year panels.  

Overall, even though most studies find a negative effect of government size on growth, the 
extensive literature on the nexus of public finances and growth has not come to clear 
conclusions. This lack of robustness may result, among other things, from the presence of 
heterogeneity in the government size-growth relationship. We try to contribute to this 
literature by showing that the effect of government size on growth depends on the quality of 
public sector institutions. Importantly, this issue appears also related to the recent literature on 
the economic impact of institutions.  

This new branch of the literature has received increasing interest since the work of North and 
Thomas (1973) and North (1981, 1991), whose general framework is taken as reference.3 
Institutions form the incentive structure of economic agents and are considered essential for 
the proper functioning of the economy. This argument received support early in a series of 
cross-country studies (Knack and Keefer, 1995; Mauro, 1995; and Hall and Jones, 1999) and 
has continued to attract the attention of economists since then. The papers of Acemoglu et al. 

(2001, 2002, 2003, 2005a, 2005b) have furthered this branch of the literature and have placed 
institutions as the fundamental requirement for economic development.4  

This paper considers the importance of institutions for economic growth, but the term 
“institutions” is a general concept that encompasses very different factors. Since our goal is to 
assess the effect of government size, the institutions that interest us are those that relate to the 
public sector quality.5 The central question is to investigate whether government size has a 
uniform effect on growth or whether this effect depends on the quality of the public sector. 
Although this is an important issue, it has not yet been satisfactorily tested empirically.  

Beyond the conventional functional differentiation between productive and unproductive 
public expenditure, we can establish an institutional differentiation depending on the quality 
of the public entity that manages spending. The entity may be a public institution of high or 
low quality. In the first case, the entity is an institution with diligent employees and efficient 
operation, where priority is set on the interests of citizens and the services provided are highly 
valued by users. In the second case, it is an inefficient institution, where corruption is rampant 
and interests of politicians and officials prevail. In aggregate terms, there are countries with 
                                                            
3 In fact, his definition of institutions is the most often cited by economists: “Institutions are the humanly devised 
constraints that structure political, economic and social interaction. They consist of both informal constraints 
(sanctions, taboos, customs, traditions, and codes of conduct) and formal rules (constitutions, laws, property 
rights)” (North, 1991).  
4 See also Rodrik et al. (2004), Easterly and Levine (2003) and La Porta et al. (2008). 

5 Throughout this paper we use interchangeably the terms “public sector”, “government” and “public 
administration”. 
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public sector institutions of high quality and countries with poor quality institutions. In the 
former, the effect of public sector spending may be overall positive or at least neutral for the 
functioning of the economy, while in the latter the effect is likely to be negative. We believe 
that this institutional distinction is crucial to determine the effect of government size on 
growth.  

Under this approach, heterogeneity in public sector quality across countries is expected to 
influence the effect of government size both on the side of taxes as well as of expenditures. 
First, it is conceivable that when public sector quality is high, the distorting effect of taxes 
will be lower, because of –for example– greater stability in tax legislation (greater 
predictability), higher efficiency in tax collection, better design of tax system, lower tax 
evasion, etc. Second, higher public sector quality will be reflected in a more efficient use of 
resources, lower spending on paperwork, less corruption, better services, better outcomes (and 
therefore more positive externalities), and so on, all implying a greater positive effect of 
public spending.6 In addition, highly valued public services are expected to reduce the 
distorting effects of taxes since citizens agree to pay more to the government for the services 
received.7 It is reasonable that when preferences are oriented to sustain public expenditure 
paid as a counterpart for some public goods or services, the disincentives caused by taxes are 
lower. Arguably, these public services highly valued by citizens are likely to be provided to a 
larger extent when the quality of bureaucracy is high. 

From the above discussion, we can expect the overall effect of government size on growth to 
be much less pervasive in a context of high public sector quality. Under these conditions, 
there are reasons to believe the positive effect of public spending to be greater and the 
negative effect of taxes to be lower. 

A paper closely related to ours is Angelopoulos et al. (2008). They analyze a panel of 
developed and developing countries with OLS and 2SLS and find evidence of a nonlinear 
relationship between government spending and economic growth that depends on the 
efficiency of the public sector. Their results indicate that a highly efficient public sector leads 
                                                            
6 A dramatic example of an inefficient (or corrupt) public administration comes from Uganda, where a survey of 
250 primary schools revealed that the centers received only 13% of the budgetary allocation for non-wage 
expenditures. The remainder either disappeared or was used for a purpose other than education (Ablo and 
Reinikka, 1998 –taken from footnote 3 of Rajkumar and Swaroop, 2008).  
7 Opinion surveys provide evidence about the willingness of Europeans, for instance, to contribute more with the 
aim of maintaining welfare state services. EU citizens believe by a two-third majority that governments must 
preserve the social protection system even if it implies higher taxes (Taylor-Gooby, 1996). Similarly, a special 
Eurobarometer about the future of pension systems shows that 69% of EU citizens agree with “maintaining 
pension levels, even if this means raising taxes and contributions”. It is interesting to note that the support is the 
strongest in Denmark and Finland, countries with a high quality public sector. By contrast, the support is the 
lowest in Portugal, Italy and Greece, which are characterized by relatively lower levels of bureaucracy quality 
(Eurobarometer, 2004). 
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to a positive effect of government size on growth. Our research differs from this on two main 
respects. First, we focus on measures of institutional quality rather than on a measure of 
public sector efficiency obtained using DEA methods. Second, our specifications introduce all 
constitutive terms of the interaction between government size and public sector quality.8 
Another difference is that we use the system GMM estimator versus the panel 2SLS 
employed by Angelopoulos et al. (2008). 

Along similar lines, Rajkumar and Swaroop (2008) examine the role of governance in the 
effectiveness of public spending in achieving social outcomes for a wide sample of 91 
countries. They show that differences in the efficacy of public spending can be largely 
explained by the quality of governance. In addition, Guseh (1997) studies the heterogeneity 
across political and economic systems in the effect of government size on growth in a sample 
of developing countries. He concludes that government size has negative effects on growth, 
which are three times greater in nondemocratic socialist countries than in democratic market 
countries.  

III. A FIRST LOOK AT THE DATA 

We estimate a basic Solow growth model augmented with human capital, government size, 
public sector quality and the interaction of the latter two. The analysis covers the years 1981-
2005 and our sample of countries comprises both developed and developing economies. As a 
first concern, it is necessary to choose a proxy for government size and there are not many 
alternatives when one wants to cover a wide sample of countries. We use General government 

final consumption expenditure (% of GDP) from World Development Indicators (WDI) as our 
measure of government size, since other candidates such as total expenditure or total revenue 
cover fewer countries and are available only since the 1990s. The selected variable includes 
all current expenditures for purchases of goods and services (including compensation of 
employees) while excluding physical capital formation from the public sector. 

Regarding the public sector quality indicator, we choose the variable bureaucracy quality 
from the International Country Risk Guide (ICRG). This subjective indicator measures, on a 
scale of 0 to 4, the strength and quality of the bureaucracy.9 High-scoring countries are 
characterized by bureaucracies autonomous from political pressure and well-established 
mechanisms for recruitment and training. In these countries public administration governs 
without drastic changes in policy or interruptions in government services (see PRS Group, 
                                                            
8 They do not include all constitutive terms of the interaction alleging a high correlation. However, Brambor et 
al. (2006) assert that an increase of multicollinearity does not justify the omission of constitutive terms. 
9 These country-specific annual scores are computed as the average over the 12 months for each year (PRS 
Group, 2011). This makes the variable take values over the continuum between 0 and 4. 
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2011). Arguably, bureaucracy quality is the indicator that best corresponds to the concept of 
public sector quality we aim to measure, i.e., the quality of public sector institutions. 10 

Another indicator that also fits well the concept of public sector quality is government 

effectiveness from the Governance Indicators of the World Bank (Kaufmann et al., 2010). 
However, this indicator is only available since 1996. In fact, there are few data sources of 
institutional indicators covering the period under scrutiny. Fortunately, the project Polity IV 
offers the variable Executive constraints (Decision rules) that measures, on a scale of 1 to 7, 
“the extent of institutionalized constraints on the decision-making powers of chief 
executives”, i.e., the “checks and balances between the various parts of the decision-making 
process” (Marshall et al., 2010). We use this objective indicator as a proxy for institutional 
quality under the reasonable assumption that the greater the checks and balances, the more 
predictable and diligent the public administration. Under these conditions, there will be less 
patronage relationships and greater accountability, which will lead to less corruption and more 
responsiveness and efficiency. We use bureaucracy quality as a main indicator, whereas 
executive constraints will be used in the extensive robustness checks.11 

The basic model includes also real per capita GDP growth, initial real per capita GDP, 
secondary school enrolment and gross fixed capital formation over GDP, all from WDI. For 
robustness purposes, we also add the following control variables: openness (trade over GDP), 
inflation, life expectancy at birth, number of conflicts, institutionalized democracy, religion 
dummies, colony dummy, latitude, natural resources (rents over GDP) and an OECD dummy. 
The definitions and sources of the variables are presented in Appendix I, while Appendix II 
reports the descriptive statistics. 

Table 1 provides a first look at the relationship between government size, public sector quality 
and growth. Along the different rows, countries are divided according to the percentile of 
bureaucracy quality in 1984 (the first year available), while columns show countries divided 
by the percentile of government consumption in 1981. The entries represent the average 
growth of real per capita GDP over the period 1981-2005.12 The last row of data reveals a 
negative relationship between growth and government consumption. We see that countries 
with smaller government size grew on average 0.42 percentage points more than those with 
                                                            
10 Since we are evaluating the impact of government size on growth, it is arguably appropriate to focus on the 
quality of government institutions. Furthermore, we prefer a measure of institutional quality rather than a 
measure of public sector efficiency because the former evaluates the characteristics and designs of institutions, 
whereas the latter is a measure of outcomes. It is theoretically more appealing to study how institutional 
arrangements influence the effect of government size on growth, instead of analyzing how public sector 
efficiency affects this effect (which is close to tautological since in the latter case it is evaluated how the 
efficiency of government activity affects the result of government activity). 
11 The correlation between both indicators is 0.64, indicating that they measure a similar phenomenon. 
12 The sample of countries is limited to the basic sample analyzed in cross-section regressions (see Appendix 
III). 
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larger governments. However, this relationship only holds for countries with medium and low 
bureaucracy quality, but not for countries with high quality institutions (greater than or equal 
to the 66th percentile). Therefore, this preliminary evidence reflects the intuition that a larger 
government does not need to hamper growth if public administration has the appropriate 
quality. 

[Insert Table 1 about here] 

Figure 1 explores the pattern observed in Table 1 and shows three scatter plots of the 
relationship between government size in 1981 and subsequent growth during the period 1981-
2005.13 Panels A, B and C split the sample into three groups of countries according to their 
public sector quality (in the same way as in Table 1). Panels A and B show a negative 
relationship between government size and growth for countries with medium and low public 
sector quality. In contrast, panel C shows a weak positive relationship between government 
size and growth for countries with high public sector quality. For example, Sweden and 
Denmark, countries with relatively large governments (with a public consumption share of 
almost 30%), grew as much as the U.S. and Australia, whose governments had a much 
smaller size. 

[Insert Figure 1 about here] 

In the remainder of the paper we analyze whether this result remains at the multivariate level 
both in cross-section and panel data estimations. Cross-sectional analysis can be understood 
as the analysis of the long-term effect on growth (average over 1981-2005), while panel 
estimations as the analysis of middle-term effects (5-year averages). Remarkably, we show 
that the main result holds: the effect of government size on growth is negative only when the 
quality of the public sector is low, while the effect vanishes when quality is sufficiently high. 

IV. CROSS-SECTION REGRESSION ANALYSIS 

IV.1. Baseline Results 

We estimate an augmented Solow model of the following form: 

iii

iiiii

ybureaucracgovsizeybureaucrac

govsizeinvestenrolincomegrowth







65

43201  

where growthi is real per capita GDP growth, α is a constant term, income0i is the logarithm 
of initial real per capita GDP, enroli represents secondary school enrolment, investi stands for 
gross fixed capital formation over GDP, govsizei is the proxy for government size (general 
government consumption over GDP), bureaucracyi measures bureaucracy quality, 
                                                            
13 The country abbreviations correspond to the 3-letter country code ISO-3166-1 alpha 3. 
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govsize·bureaucracyi is the interaction term between the last two and εi is the error term. The 
coefficients of interest throughout the paper are 4  and 6 , both necessary to calculate the 

marginal effects of government size on growth.14 

Table 2 reports results from OLS regressions for the basic specification. The sample is limited 
to those countries (85 in total) with non-missing data for the variables of the reference 
regression (column 6), so that variations in coefficients across specifications are not caused by 
substantial variations in the sample. Column 1 shows a basic growth regression without the 
interaction term between government size and bureaucracy quality. The signs of the 
coefficients are as expected, with positive growth effects of school enrolment, investment and 
bureaucracy quality, while negative effects of initial income (capturing convergence) and 
government size. The effect of the latter variable is economically significant and implies that 
an increase in government consumption by 10 percentage points of GDP reduces the long-
term growth rate in more than one percentage point. 

[Insert Table 2 about here] 

In columns 2-4 we adopt a similar approach to Table and Figure 1, but now controlling for 
more variables. We divide the sample according to the quality of the public sector 
(bureaucracy quality). The table reports that the coefficient of government size shifts from -
0.16 in countries with low quality, to -0.11 in countries of medium quality and to -0.06 in 
countries with high quality –the latter two being statistically insignificant. Therefore, these 
simple regressions show that the negative effect of government size is reduced as the quality 
of the public sector improves, becoming insignificant when quality becomes sufficiently high. 

A more efficient way to capture this heterogeneity in the growth effect of government size is 
introducing an interaction term between this variable and bureaucracy quality. Regression 5 
reports a negative coefficient for government size and a positive coefficient for the interaction 
term. As expected, the positive coefficient of the interaction term reflects cross-country 
heterogeneity in the relationship between government size and growth. The true effect of 
government size depends on the institutional context, in this case, the quality of the public 
sector. 

However, a natural concern about this interaction model is the possible endogeneity of 
government consumption and bureaucracy quality. While averaging over a long period is a 
way to eliminate the effect of the business cycle on government consumption, other sources of 
simultaneity bias may still persist such as Wagner’s law, demographic change or endogenous 
                                                            
14 Note that the model includes all constitutive terms of the interaction. In order for coefficients to be 
meaningful, Brambor et al. (2006) show that interaction models must comprise all constitutive terms of the 
interaction. The possible increase in standard errors due to higher multicollinearity cannot be a reason for 
excluding, for example, the bureaucracy quality indicator. 
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selection of tax policy (see Fölster and Henrekson, 2001). Regarding bureaucracy quality, a 
long period of growth may raise the quality of public administration through, for example, the 
increase in the education of officers or the availability of better technical means. These 
problems of reverse causation can lead to biased coefficients. An effective way to address this 
issue is by using the initial values of the variables. This is done in regression 6, considered as 
the reference model from this point onwards. Again, government size has a negative 
coefficient (-0.11) while the interaction term is positive (0.04), both exhibiting high statistical 
significance. 

At first glance, this result can be seen as a positive contribution of government size to growth 
when public sector quality is high enough (above the value at which the marginal effect 
becomes positive, that is, 64 /  ). In fact, the usual superficial interpretation is that the 

effect is negative for low bureaucracy quality and positive for high quality levels. However, it 
is crucial to take into account the statistical significance of the coefficients, which is not 
always done. A careful interpretation of the coefficients is necessary in order to analyze how 
public sector quality affects the relationship between government size and growth. 

Since we are interested in analyzing the marginal effect of government size, it should be kept 
in mind that the coefficient reported in the table indicates the marginal effect when 
bureaucracy quality is 0. We must conduct a conditional interpretation of the marginal effect 
of government size for each value of bureaucracy quality (see Brambor et al., 2006). 
Consequently, the marginal effect is given by: 

ybureaucrac
govsize

growth





64   

where 4  is the coefficient on government size and 6 the coefficient on the interaction term. 

It is also necessary to properly calculate the standard error of the marginal effect, which is 
given by (see Aiken and West, 1991): 

)ˆˆcov(2)ˆvar()ˆvar(ˆ 646
2

4  

 ybureaucracybureaucrac
govsize

growth  

Once we calculate the marginal effect of government size for each value of bureaucracy 
quality and the associated standard errors, we can draw the graph depicted in Figure 2. It 
shows that the marginal effect of government consumption is negative and significant only for 
low values of bureaucracy quality. In the middle of the scale (value 2), the marginal effect is 
not significant and for score values of 3 and 4 the effect is positive but insignificant. Given 
that the median value of bureaucracy quality is 2 (see Appendix II b), it is interesting to note 
that over half of the countries correspond to the graph area where the effect is statistically 
insignificant. Hence, this figure summarizes the message of the paper: the size of government 
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affects growth negatively when the quality of the public sector is low, whereas no significant 
effect is found when bureaucracy quality is sufficiently high. 

[Insert Figure 2 about here] 

IV.2. Robustness Checks: Control Variables and Outliers 

The reference model is a basic specification that includes only a few core variables. An 
immediate criticism is that it may suffer from omitted variable bias. Another common 
problem is the effect of outliers, which can drive the results. Tables 3a and 3b address these 
two issues. The former shows the ordinary estimated coefficients, while the latter presents the 
coefficients and standard errors of the marginal effect of government size for different values 
of bureaucracy quality. Column 1 reproduces the reference model and columns 2 to 11 
introduce additional factors that may affect growth. 

[Insert Tables 3a and 3b about here] 

Many scholars have linked trade with growth, underlining the role of international trade as a 
driver of productivity improvement (e.g., Sachs and Warner, 1995; Frankel and Romer, 
1999). In column 2 we add a trade openness variable (imports plus exports over GDP). 
Remarkably, the basic finding on the significance of the coefficients on government size and 
the interaction term is not affected, whereas trade openness is highly insignificant. The 
inflation rate is often included in growth models as a measure of macroeconomic stability 
(Barro and Sala-i-Martin, 2004). We investigate in column 3 whether the nonlinear 
relationship between government size and growth is altered by the inclusion of inflation.15 
The basic results remain unchanged, and the inflation rate enters with the right sign but is 
insignificant. Another common variable in growth specifications is life expectancy (Barro and 
Sala-i-Martin, 2004). This variable has a highly significantly positive impact on growth (see 
column 4). Its inclusion reduces the significance of the coefficients on government size and 
the interaction term. As shown in Table 3b, the negative marginal effect of government size 
becomes smaller and only significant for the lowest bureaucracy quality level. 

Column 5 introduces the variable labelled as number of armed conflicts (both internal and 
external). In addition to hindering a country’s growth potential (e.g. Murdoch and Sandler, 
2004; Kang and Meernik, 2005), this variable addresses the concern that government size may 
be influenced by the need for public spending derived from a military mobilization. Thus, we 
might expect a military campaign to reduce growth and increase public spending. Including 
the number of conflicts does not affect the baseline results, although in this case the marginal 
effect of government size is positive and significant (0.07) when bureaucracy quality is high 
                                                            
15 Due to the high variability of the inflation rate, we introduce the natural logarithm of (1 + inflation rate). 
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(see Table 3b, column 5). The variable number of conflicts enters with an unexpected sign but 
is statistically insignificant. 

The next control variable is Institutionalized democracy from project Polity IV. The effect of 
democracy on economic growth has been studied extensively (e.g., Przeworski and Limongi, 
1993; Helliwell, 1994; Tavares and Wacziarg, 2001). Its inclusion in column 6 does not 
change the results of the previous specifications, while its coefficient is positive and highly 
significant. From the work of Max Weber (1976), religion is seen as a potential determinant 
of economic development. To control for this fact, we introduce the fraction of population 
that follows the different religions. Column 7 reports the p-value of the joint significance test, 
which is much higher than the acceptable levels of statistical significance. Our baseline results 
remain essentially unchanged, although it is interesting to note that the marginal effect of 
government size is positive (0.09) and significant for the highest level of bureaucracy quality. 
Another historical factor associated with growth performance is colonialism. It is commonly 
argued that the dependence of the colonies on the metropolis has been harmful to their 
subsequent development (Larrain, 1989). Column 8 introduces a dummy variable capturing 
whether a country has never been a colony. Again, its inclusion does not affect the main 
results. 

The role of geography in economic growth has been highlighted by authors such as Sachs 
(Gallup et al., 1999; McArthur and Sachs 2001; Sachs 2003). We include latitude in column 9 
to examine whether our results are robust to the introduction of a proxy for geography. The 
results remain unchanged, despite latitude appearing with a high economic and statistical 
significance. Column 10 introduces the percentage of natural resources (mineral, gas and oil 
rents) over GDP to account for the natural resource curse (e.g., Sachs and Warner, 2001). The 
evidence indicates the existence of a negative and significant coefficient on natural resources. 
Once again the baseline results remain robust. Finally, we can hypothesize that the nonlinear 
relationship between government size and growth may be driven by rich countries, which tend 
to have more public spending, better institutions and a higher rate of growth. Column 11 
shows that the results are not driven by rich countries (OECD members), which exhibit 
significantly higher growth than the average country.16 

Columns 12 to 16 of Tables 3a and 3b evaluate the influence of outliers. We consider several 
statistical definitions of outliers such as leverage, standardized residuals, studentized 
residuals, Cook’s distance and DFITS. Once outliers are detected, we exclude these countries 
                                                            
16 Additionally, we have introduced government consumption squared to capture the possible nonlinearity of the 
effect of government size at different levels. The quadratic term is insignificant, while the interaction between 
government size and bureaucracy quality maintains the coefficient and the statistical significance. We also 
included tax revenues as a share of GDP in order to control for both sides of the government budget constraint 
(Kneller et al., 1999). Remarkably, the results remain fairly unchanged, with the interaction between government 
size and bureaucracy quality remaining highly significant. Besides, the coefficient on tax revenues appears 
highly insignificant. These results hold when we employ instrumental variables estimation as in subsection 4.4.  
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and re-run the regressions. The table shows that the results are highly robust to the presence of 
outliers.17  

In conclusion, our main empirical finding remains robust to a wide range of control variables 
as well as to the presence of outliers.18 The size of government negatively affects growth only 
when bureaucracy quality is weak (with a score less than 2 or 3, depending on the 
specification), thus indicating a high degree of heterogeneity in the effect of government size 
across countries. 

IV.3. Robustness Checks: Executive Constraints as a Proxy for Public Sector Quality 

As an additional robustness check, Tables 4a and 4b present all the previous regressions but 
now using executive constraints as institutional quality indicator. In Section 3 we argued that 
this variable is a good proxy for the quality of the public sector. Since bureaucratic quality is a 
subjective (perception-based) measure constructed by experts, the use of executive constraints 
should be a good complement to testing the robustness of our hypothesis, because this 
indicator is an objective measure of the accountability of political power. 

[Insert Tables 4a and 4b about here] 

The tables show that the results remain unchanged when we use executive constraints instead 
of bureaucracy quality. Interestingly, Table 4b shows that for six specifications the marginal 
effect of government size is positive and significant (0.04) when executive constraints is equal 
to 7. In addition, the main finding remains the same: the marginal effect of government size is 
negative only when the quality of the public sector is low. In this case, for values of executive 
constraints higher than 4 the marginal effect is generally insignificant.  

IV.4. Further Robustness Checks: Instrumental Variables Estimation 

In Tables 3a and 3b we controlled for the endogeneity of government size and bureaucracy 
quality using the initial values of both variables. Another widely used alternative to deal with 
the endogeneity problem is via 2SLS. This estimator requires finding variables that meet two 
conditions before they can be considered as good instruments: 1) relevance: to be relevantly 
related to the endogenous variable, and 2) exclusion restriction: to have no effect on growth, 
other than its effect through the endogenous variable. Finding valid instruments solves the 
endogeneity problem, but this is not an easy task. In fact, demonstrating that instruments fully 
                                                            
17 The cut-offs of the detection methods are the following: leverage, 2·k/n; standardized residuals, |2|; studentized 
residuals, |2|; Cook's distance, 4/n; DFITS, nk /2  , where k is the number of parameters and n is the number 

of observations (Belsley et al., 2004). 
18 A quick way to see the robustness of the results is by looking at Table 3b. In rows 1 and 2 (low public sector 
quality) the marginal effect of government size is always negative and significant (except in column 4, where it 
is significant only in the first row). In contrast, in the last two rows (high public sector quality) the marginal 
effect is never negative and significant. 
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meet the exclusion restriction is very difficult, if not impossible. In addressing these concerns, 
we check whether these two conditions are satisfied through the tests of overidentification and 
underidentification. 

Based on previous studies that support the importance of legal traditions in the quality of 
institutions (e.g., La Porta et al., 1999), we employ legal origin as an instrument for our 
institutional variable under the assumption that different legal traditions contributed in 
different ways to build the public administrative system across countries.19 In addition, we use 
the initial value of government size and its interaction with legal origin as instruments for 
government size and the interaction term, respectively. Tables 5a and 5b present the results. 

[Insert Tables 5a and 5b about here] 

Compared to the results from OLS estimations (Table 3b), Table 5b shows that the negative 
marginal effect of government size is now greater. For example, comparing column 1 of both 
tables (reference model), the coefficient changes from -0.11 to -0.26 when bureaucracy 
quality is 0 and from -0.07 to -0.18 when bureaucracy quality is 1. With a level of quality 
equal to 2, most regressions report a statistically significant negative coefficient. Still, we can 
confirm that the negative marginal effect of government size again becomes statistically 
insignificant as bureaucracy quality rises. In fact, Table 5b reports that for almost all 
specifications the marginal effect is not significant when bureaucracy quality is equal to 3. 
The same occurs for all specifications when the score is 4. It is worth noting that according to 
column 1 the effect becomes insignificant when going from a quality score of 2 to 3. More 
specifically, we calculate that the effect becomes insignificant when public sector quality is 
equal to 2.5 (coefficient= -0.06; Std. Err.= 0.04). Just over 40% of the countries in our sample 
have higher bureaucracy quality than this value. Therefore, for these countries there is no 
statistically significant relationship between government size and growth.  

With regard to the validity of the instruments, Table 5a shows that all regressions pass the 
underidentification and overidentification tests. On the one hand, we reject the null hypothesis 
that the equation is underidentified; so the excluded instruments are relevant. On the other, we 
fail to reject the null hypothesis with the test of overidentifying restrictions, i.e., the 
instruments are valid (uncorrelated with the error term) and correctly excluded from the 
estimated equation (Baum et al., 2010). 

In summary, there is evidence of a high degree of heterogeneity in the effect of government 
size on long-term growth, as this effect depends on the quality of public sector institutions. 
We have observed throughout this section that the marginal effect of government size on 
growth is negative and significant only when public sector quality is low. This evidence is 
                                                            
19 Many papers use legal origin as instrument for institutions (see, among others, Acemoglu and Johnson, 2005; 
Glaeser et al., 2004; Ahlerup et al., 2009). 
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robust to the inclusion of a wide range of control variables, the presence of outliers, the use of 
an objective indicator of institutional quality and the use of 2SLS. Therefore, the size of the 
public sector should not be the only concern of economists and policymakers. The quality of 
the public sector is key to accounting for the effects of government size on the real economy, 
which appears broadly in line with the studies of Angelopoulos et al. (2008) and Rajkumar 
and Swaroop (2008). 

V. PANEL DATA ANALYSIS 

V.1. Basic Panel Regressions 

Thus far, all our empirical results are based on cross-section analysis. We now turn to panel 
estimation methods to further test the empirical regularity found above. This exercise is 
interesting for at least two reasons: first, panel estimations exploit the temporal variation in 
the data, thus improving efficiency; and second, better estimators are available to control for 
endogeneity by using lags of the variables as instruments. However, we must note that this 
constitutes a shift from the analysis of long-term growth (25-year average) to the analysis of 
medium-term growth (5-year averages).  

The estimated model is similar to that of the previous section: 

titititi
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,4,3,21,01,
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where αi is a set of unobserved country-specific effects (to account for time-invariant country-
specific structural characteristics), t  is a set of time-specific effects (to account for common 

shocks affecting all countries in a given period) and the remaining variables are the same as in 
Section 4.1. We have a small T, large N unbalanced panel consisting of 5 periods of 5-year 
averages (from 1981-1985 to 2001-2005) and a maximum of 450 observations and 130 
countries, depending on the specification.20 

The difference GMM estimator (Arellano and Bond, 1991) eliminates the Nickel (1981) bias 
caused by the correlation between lagged output and country-specific effects and uses 
previous realizations of the regressors to instrument for their current values in the first-
                                                            
20 In the cross-section analysis, we confined ourselves to a sample of 85 countries, for which complete data were 
available for the reference model, so that changes in the coefficients across specifications were not driven by 
substantial changes in the number of countries included.  In contrast, with panel methods we extend the number 
of countries to a maximum of 130 for the specification with bureaucracy quality, while the sample rises to 146 
countries for the specification with executive constraints. See Appendix III for the list of countries considered in 
each case. A further reason for including more countries in the panel data analysis than in cross-section 
regressions is that even though for some of the countries there is no data available for the first two 5-year 
periods, there is more data availability for the more recent 5-year periods. Thus, in the cross-section analysis, this 
would translate into missing values for some of the countries for which data were not available during the first 
half of the period under scrutiny, this being the reason for omitting such countries. 
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differenced specification. However, Arellano and Bover (1995) and Blundell and Bond (1998) 
show that in the case of persistent regressors –such as institutional variables– lagged levels of 
the variables are weak instruments for the first-differenced regressors. This leads to a fall in 
precision as well as to biased coefficients. To overcome these shortcomings, these authors 
recommend the use of the system GMM estimator that utilizes instruments in levels and first-
differences to improve in efficiency. Thus, we will estimate the model using this estimator. 

The consistency of the system estimator depends on the validity of the instruments and the 
absence of serial correlation of second-order in the first-differenced error term. Therefore, we 
test these assumptions using the Hansen test for over-identifying restrictions and the test for 
second-order autocorrelation proposed by Arellano and Bond (1991). Failing to reject the null 
hypotheses of overall validity of the instruments and absence of second-order serial 
correlation in the first-differenced error for the respective tests would give support to the 
model. 

Tables 6a and 6b present the results from the system GMM estimator. In addition to the usual 
gmm-style instruments, we use as excluded instruments the population dependency ratio and 
legal origin. The former is considered as a determinant (and instrument) of government size 
(Angelopoulos et al., 2008), whereas legal origin acts as an instrument for institutional 
quality.21 

[Insert Tables 6a and 6b about here] 

Column 1 shows the reference model where government size has a negative coefficient while 
the interaction term has the expected positive sign. Again, the marginal effect of government 
consumption depends on the quality level of the public sector. In this case, the marginal effect 
is no longer statistically significant when bureaucracy quality is 4. These results differ slightly 
from those obtained in cross-sectional regressions, where a score of bureaucracy quality of 2 
or 3 was sufficient to render the marginal effect of government size statistically insignificant. 
However, these differences are not surprising since we are analyzing the medium rather than 
the long term, and the effect of public sector size may vary from one horizon to another. More 
specifically, the results indicate that from values of bureaucracy quality above 3.3 the effect is 
not significant; so for 20% of the sample the marginal effects of government size is 
insignificant. Therefore, for the fraction of countries with the highest quality in public sector 
institutions, the size of government does not affect economic growth. 

                                                            
21 The complete specification of the model is characterized as follows: the endogenous variables are invest, 
govsize and the interaction term govsize·bureaucracy, while the remaining variables are predetermined. The 
exogenous variables are the period dummies. For the first difference equation, second and previous lags of 
endogenous variables and first and previous lags of predetermined variables are used as instruments. For the 
level equation, the lagged first-difference of endogenous variables and the first-difference of predetermined 
variables are used as instruments. We shall see later that the results are robust to changes in the specification 
(Tables 8a and 8b). 
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In columns 2-7 we show that the results are robust to the inclusion of several control 
variables.22 Column 8 drops OECD members and shows that the results are not driven by rich 
countries. Interestingly, Columns 2 to 8 of Table 6b show that the marginal effect of 
government size is not statistically significant when institutional quality is relatively high (for 
scores greater than 2 or 3, depending on the specification). Moreover, it is important to note 
that the Hansen test for over-identifying restrictions and the test for second-order serial 
correlation are not rejected in any specification, thereby supporting the validity of the model. 

V.2. Robustness with Executive Constraints as Public Sector Quality Indicator 

In the previous paragraph we reported that our baseline result remains unaltered when we 
employ the system GMM estimator with our main proxy for public sector quality. We now 
proceed to check whether the results are essentially the same with executive constraints as the 
institutional variable. With panel data, this proxy for public sector quality is even more 
appealing because it is an objective indicator about the institutional features of government, 
with a very transparent coding method. This makes it a more suitable measure for accounting 
for the time series variation in public sector quality than perception-based indicators, because 
temporal variation of the indicator better reflects real changes (Arndt and Oman, 2006). 

Tables 7a and 7b replicate the analysis conducted in the previous two tables but with 
executive constraints. They provide additional evidence for our main result: the marginal 
effect of government size on growth varies with the quality of public sector institutions. 
Focusing on the reference model, the marginal effect is not significant for values of executive 
constraints equal to or greater than 5, although the precise cut-off varies from one 
specification to another. The tests of overidentification and second-order serial correlation are 
satisfied, except for specification 8, for which the Hansen overidentification test rejects the 
null at the 5% level. We conclude that with executive constraints as an alternative indicator of 
institutional quality, the message that the paper tries to convey remains completely unaltered. 

[Insert Tables 7a and 7b about here] 

V.3. Robustness to Different Specifications 

In Tables 8a and 8b we examine whether the results are driven by a particular specification 
choice. The first column reproduces the reference model. The next three columns address 
whether the results depend on the introduction of any of the excluded instruments. Column 2 
only uses legal origin as excluded instrument, while column 3 only employs the population 
dependency ratio. In both regressions our conclusion remains unchanged. Column 4 goes one 
step further and eliminates all excluded instruments. Again, the results are essentially the 
same. Column 5 uses orthogonal deviations rather than first differences, which maximizes the 
                                                            
22 See the motivation for the inclusion of these controls in Section 4.2. 
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sample size in panels with gaps (Roodman, 2006). Model 6 additionally removes the excluded 
instruments. In both cases the results remain unchanged. 

Following the suggestion of Roodman (2006), regressions 7 and 8 restrict the number of 
instruments to verify the robustness of the coefficients to a reduction in the instruments set. 
When we limit the instruments to lags 1 and 2, the results remain unaltered both with and 
without excluded instruments. Finally, specifications 9 and 10 employ the two-step estimator. 
Again, the results are unaffected by this change.23 

To summarize, the panel data analysis of this section conducted with the system GMM 

estimator has provided additional strong evidence of heterogeneity in the relationship between 
government size and growth. The effect of government size depends on the quality of the 
public sector; the effect being negative at low quality levels, while vanishing when quality is 
high. The results are robust to the introduction of control variables, the use of executive 
constraints as an alternative indicator of public sector quality and to changes in the 
specification.24 

VI. CONCLUSIONS 

Can one correctly interpret the relationship between government size and growth irrespective 
of the quality of the public sector? The answer this paper provides is clearly no. Heterogeneity 
in the relationship between government size and growth may be one of the reasons for the 
lack of consensus among scholars on the effect of government size on the real economy. We 
have contributed to this debate by emphasizing that the effect of government size is 
influenced by the quality of public sector institutions. In other words, the institutional context 
must be taken into account and it would be misleading to defend the homogeneity of the 
effect of government size on growth across countries. 

Our conclusion is that government size affects growth negatively when the quality of the 
public sector is low, but not when public sector quality is high. In the latter case the evidence 
shows that there is no significant effect (either positive or negative). This finding holds both 
in cross-section and panel data analyses and is robust to a large number of robustness checks. 
                                                            
23 Additionally, we have examined the robustness to considering all variables as endogenous (except for the 
period dummies). The results remain qualitatively unchanged, although in this case the test of overidentification 
is rejected. 
24 A final point deserves comment. The proxy used for government size does not include investments in fixed 
capital and, therefore, much of the public spending commonly considered to be productive. The addition of 
public investment to our proxy "government consumption" presumably would increase the positive effect (or 
reduce the negative effect) of government size on growth. But this is not done here because public investment is 
already included in the variable gross fixed capital formation. Moreover, due to data unavailability, 
differentiating between public and private investment would imply a substantial reduction of the sample, both 
along the time and cross-section dimensions. 
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The observed heterogeneity in the effect of government size on the real economy appears in 
line with previous work by Angelopoulos et al. (2008) and Rajkumar and Swaroop (2008). 

Our investigation has shown that, in addition to distinguishing between productive and 
unproductive government spending (Barro, 1990), it is crucial to differentiate on the basis of 
the quality of the entity that manages public spending. At the aggregate level, we find that 
when public spending is managed by a high quality public sector, the effect on growth is no 
longer negative. 

The present economic crisis is redefining the role of government and the public sector in the 
economy. From our results it follows that researchers and policymakers should be concerned 
not only with the quantity (size) of the public sector, but also with the quality of public sector 
institutions. When quality is high, the magnitude of government spending does not appear to 
be growth-inhibiting. In contrast, when quality is low, government size becomes a problem 
for growth. It is thus important to consider these two dimensions when analyzing the role of 
government in economic growth. Arguably, economic policies cannot be assessed regardless 
of the institutional context. Finally, future research could explore the specific transmission 
channels behind the nonlinear relationship between government size and growth. 
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TABLES AND FIGURES 

 

Low (< pc 33) Middle (>= pc 33 
& < pc 66) High (>= pc 66) Total

0.81 0.83 -0.14 0.54
13 7 8 28

2.16 1.61 0.57 1.50
8 12 7 27

1.80 1.49 1.97 1.77
7 10 13 30

Total 1.44 1.38 1.02 1.28
28 29 28 85

Table 1

Notes : The number of countries is in italics. The definitions of the variables can be consulted in the Appendix I. The
sample of countries is limited to the basic sample analyzed in cross-section regressions (Appendix III).

Government size

Government Size, Public Sector Quality and Growth

(General government consumption, 1981)

Public sector 
quality 

(Bureaucracy 
quality, 1984)

Low (< pc 33)

Middle (>= pc 33 
& < pc 66)

High (>= pc 66)

Average growth 1981-2005

 

 

1 2 3 4 5 6

Dependent variable is growth Basic 
regression

Low public 
sector quality

Middle public 
sector quality

High public 
sector quality

Interaction 
model

Reference 
model

Ln GDP pc (initial year) -0.815*** -0.157 -1.186*** -0.257 -0.821*** -0.81***
(0.23) (0.33) (0.29) (0.47) (0.22) (0.24)

Secondary school enrollment 0.03*** 0.011 0.054*** 0.03 0.028*** 0.029***
(0.01) (0.01) (0.01) (0.02) (0.01) (0.01)

Gross fixed capital formation 0.176*** 0.185** 0.251*** 0.186** 0.201*** 0.22***
(0.05) (0.07) (0.08) (0.07) (0.05) (0.05)

Government size -0.123*** -0.16*** -0.112 -0.064 -0.261***
(0.03) (0.05) (0.08) (0.06) (0.06)

Bureaucracy quality 0.937*** 0.044
(0.19) (0.43)

Gov.size x Bur. quality 0.057**
(0.02)

Government size (initial year) -0.113***
(0.03)

Bureaucracy quality (initial year) -0.223
(0.30)

Gov.size x Bur. quality (initial year) 0.041***
(0.01)

R-squared 0.58 0.43 0.69 0.48 0.6 0.52
Number of observations 85 28 27 30 85 85

Basic regressions

Notes : The variables represent the average over the period 1981-2005, unless stated otherwise. The estimations include a
constant term, which is omitted for space considerations. All regressions are estimated with OLS. The definitions of the
variables can be found in Appendix I. Robust standard errors are in parentheses. *, ** and *** denote significance at the 10, 5
and 1% levels, respectively. The criteria to classify countries in columns 3-5 is the same as in table 1. The sample of countries is
limited to the basic sample analyzed in cross-section regressions (Appendix III).

Table 2

 



25 
 

 

 

 

 

 
1

2
3

4
5

6
7

8
9

10
11

12
13

14
15

16

D
ep

en
de

nt
 v

ar
ia

bl
e 

is
 g

ro
w

th
R

ef
er

en
ce

 
m

od
el

Le
ve

ra
ge

St
an

da
rd

iz
ed

 
re

si
du

al
s

St
ud

en
tiz

ed
 

R
es

id
ua

ls
C

oo
k’

s D
D

FI
TS

Ln
 G

D
P 

pc
 (i

ni
tia

l y
ea

r)
-0

.8
1*

**
-0

.8
01

**
*

-0
.6

86
**

*
-1

.3
66

**
*

-0
.7

98
**

*
-0

.8
71

**
*

-0
.8

16
**

*
-0

.8
36

**
*

-0
.8

72
**

*
-0

.4
86

**
-0

.8
65

**
*

-0
.4

5*
*

-0
.6

86
**

*
-0

.6
77

**
*

-0
.4

03
**

-0
.4

55
**

(0
.2

4)
(0

.2
3)

(0
.2

6)
(0

.2
1)

(0
.2

5)
(0

.2
)

(0
.2

3)
(0

.2
4)

(0
.2

1)
(0

.2
1)

(0
.2

3)
(0

.2
2)

(0
.2

2)
(0

.2
2)

(0
.1

9)
(0

.1
9)

Se
co

nd
ar

y 
sc

ho
ol

 e
nr

ol
lm

en
t

0.
02

9*
**

0.
02

9*
**

0.
02

6*
*

0.
01

1
0.

03
1*

**
0.

01
9*

*
0.

02
8*

**
0.

03
**

*
0.

02
**

*
0.

01
8*

*
0.

02
2*

**
0.

02
1*

*
0.

02
7*

**
0.

02
7*

**
0.

01
8*

*
0.

02
1*

**
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
G

ro
ss

 fi
xe

d 
ca

pi
ta

l f
or

m
at

io
n

0.
22

**
*

0.
22

2*
**

0.
22

2*
**

0.
13

2*
**

0.
21

6*
**

0.
24

3*
**

0.
21

8*
**

0.
21

6*
**

0.
21

**
*

0.
25

3*
**

0.
22

5*
**

0.
18

9*
**

0.
16

9*
**

0.
18

**
*

0.
18

6*
**

0.
18

5*
**

(0
.0

5)
(0

.0
5)

(0
.0

5)
(0

.0
4)

(0
.0

5)
(0

.0
5)

(0
.0

5)
(0

.0
5)

(0
.0

4)
(0

.0
4)

(0
.0

5)
(0

.0
5)

(0
.0

4)
(0

.0
4)

(0
.0

4)
(0

.0
4)

G
ov

er
nm

en
t s

iz
e 

(in
iti

al
 y

ea
r)

-0
.1

13
**

*
-0

.1
11

**
*

-0
.1

15
**

*
-0

.0
68

*
-0

.1
14

**
*

-0
.0

86
**

*
-0

.1
16

**
*

-0
.1

14
**

*
-0

.0
85

**
*

-0
.0

93
**

-0
.1

02
**

*
-0

.1
13

**
-0

.1
23

**
*

-0
.1

19
**

*
-0

.1
32

**
*

-0
.1

32
**

*
(0

.0
3)

(0
.0

4)
(0

.0
3)

(0
.0

4)
(0

.0
3)

(0
.0

3)
(0

.0
3)

(0
.0

4)
(0

.0
3)

(0
.0

4)
(0

.0
3)

(0
.0

4)
(0

.0
3)

(0
.0

3)
(0

.0
3)

(0
.0

3)
B

ur
ea

uc
ra

cy
 q

ua
lit

y 
(in

iti
al

 y
ea

r)
-0

.2
23

-0
.2

15
-0

.3
38

0.
06

6
-0

.3
5

-0
.1

91
-0

.3
73

-0
.2

26
-0

.0
78

-0
.1

54
-0

.1
56

-0
.0

71
-0

.2
99

-0
.2

69
-0

.2
83

-0
.2

65
(0

.3
)

(0
.3

)
(0

.3
)

(0
.2

9)
(0

.2
8)

(0
.2

4)
(0

.2
8)

(0
.3

)
(0

.2
9)

(0
.2

7)
(0

.2
9)

(0
.3

)
(0

.3
)

(0
.3

)
(0

.2
7)

(0
.2

7)
G

ov
.si

ze
 x

 B
ur

. q
ua

lit
y 

(in
iti

al
 y

ea
r)

0.
04

1*
**

0.
04

**
*

0.
04

2*
**

0.
02

8*
0.

04
6*

**
0.

03
2*

*
0.

05
1*

**
0.

04
**

*
0.

02
5*

0.
03

**
0.

02
9*

*
0.

02
7*

0.
04

1*
**

0.
03

9*
**

0.
03

6*
**

0.
03

6*
**

(0
.0

1)
(0

.0
1)

(0
.0

2)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
2)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

Tr
ad

e
Ln

 (1
+ 

in
fla

tio
n)

Li
fe

 
ex

pe
ct

an
cy

N
um

be
r o

f 
co

nf
lic

ts
In

st
itu

tio
n.

 
de

m
oc

ra
cy

R
el

ig
io

n 
(p

-
va

lu
e)

N
ev

er
 a

 
co

lo
ny

La
tit

ud
e

N
at

ur
al

 
re

so
ur

ce
s

O
C

D
E 

du
m

m
y

-0
.0

01
-0

.0
93

0.
17

7*
**

0.
28

6
0.

19
7*

**
0.

44
3

3.
66

6*
**

-0
.0

65
**

*
1.

29
**

*
(0

.0
1)

(0
.1

7)
(0

.0
3)

(0
.1

7)
(0

.0
5)

(0
.4

1)
(0

.9
7)

(0
.0

1)
(0

.4
8)

R
-s

qu
ar

ed
0.

52
0.

52
0.

53
0.

66
0.

54
0.

61
0.

55
0.

53
0.

6
0.

62
0.

56
0.

44
0.

47
0.

5
0.

52
0.

52
N

um
be

r o
f o

bs
er

va
tio

ns
85

85
83

85
84

82
84

85
84

85
85

77
82

81
78

77

T
ab

le
 3

a

[0
.3

7]
C

on
tro

l v
ar

ia
bl

es

R
ob

us
tn

es
s c

he
ck

s:
 c

on
tro

l v
ar

ia
bl

es
 a

nd
 o

ut
lie

rs

N
ot

es
:O

ut
lie

rs
in

co
lu

m
n

12
ar

e
U

ni
te

d
A

ra
b

Em
ira

te
s,

B
ru

ne
i,

C
hi

na
,G

uy
an

a,
Is

ra
el

,L
ib

er
ia

,P
ap

au
N

.G
.a

nd
Za

m
bi

a.
O

ut
lie

rs
in

co
lu

m
n

13
ar

e
C

hi
na

,C
on

go
(D

em
.R

ep
.)

an
d

Ir
el

an
d.

O
ut

lie
rs

in
co

lu
m

n
14

ar
e

C
hi

na
,C

on
go

(D
em

.R
ep

.),
Ir

el
an

d
an

d
Su

da
m

.O
ut

lie
rs

in
co

lu
m

n
15

ar
e

U
ni

te
d

A
ra

b
Em

ira
te

s,
B

ru
ne

i,
C

hi
na

,C
on

go
(D

em
.R

ep
.),

G
ab

on
,H

on
g

K
on

g
an

d
Is

ra
el

.O
ut

lie
rs

in
co

lu
m

n
16

ar
e

U
ni

te
d

A
ra

b
Em

ira
te

s,
A

us
tra

lia
,B

ru
ne

i,
C

hi
na

,C
on

go
(D

em
.R

ep
.),

G
ab

on
,H

on
g

K
on

g 
an

d 
Is

ra
el

. S
ee

 fo
ot

no
te

 to
 T

ab
le

 2
 fo

r t
he

 re
st

.



26 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1
2

3
4

5
6

7
8

9
10

11
12

13
14

15
16

D
ep

en
de

nt
 v

ar
ia

bl
e 

is
 g

ro
w

th

B
ur

ea
uc

ra
cy

  q
ua

lit
y 

= 
0

-0
.1

1*
**

-0
.1

1*
**

-0
.1

2*
**

-0
.0

7*
-0

.1
1*

**
-0

.0
9*

**
-0

.1
2*

**
-0

.1
1*

**
-0

.0
9*

**
-0

.0
9*

*
-0

.1
**

*
-0

.1
1*

*
-0

.1
2*

**
-0

.1
2*

**
-0

.1
3*

**
-0

.1
3*

**
(0

.0
34

)
(0

.0
36

)
(0

.0
34

)
(0

.0
38

)
(0

.0
33

)
(0

.0
32

)
(0

.0
34

)
(0

.0
35

)
(0

.0
32

)
(0

.0
35

)
(0

.0
32

)
(0

.0
43

)
(0

.0
31

)
(0

.0
3)

(0
.0

31
)

(0
.0

31
)

B
ur

ea
uc

ra
cy

  q
ua

lit
y 

= 
1

-0
.0

7*
**

-0
.0

7*
*

-0
.0

7*
**

-0
.0

4
-0

.0
7*

**
-0

.0
5*

*
-0

.0
7*

*
-0

.0
7*

**
-0

.0
6*

*
-0

.0
6*

*
-0

.0
7*

**
-0

.0
9*

**
-0

.0
8*

**
-0

.0
8*

**
-0

.1
**

*
-0

.1
**

*
(0

.0
25

)
(0

.0
28

)
(0

.0
26

)
(0

.0
27

)
(0

.0
25

)
(0

.0
23

)
(0

.0
26

)
(0

.0
27

)
(0

.0
25

)
(0

.0
25

)
(0

.0
24

)
(0

.0
31

)
(0

.0
23

)
(0

.0
23

)
(0

.0
22

)
(0

.0
22

)
B

ur
ea

uc
ra

cy
  q

ua
lit

y 
= 

2
-0

.0
3

-0
.0

3
-0

.0
3

-0
.0

1
-0

.0
2

-0
.0

2
-0

.0
2

-0
.0

3
-0

.0
4

-0
.0

3*
-0

.0
4*

*
-0

.0
6*

*
-0

.0
4*

-0
.0

4*
-0

.0
6*

**
-0

.0
6*

**
(0

.0
24

)
(0

.0
27

)
(0

.0
25

)
(0

.0
21

)
(0

.0
22

)
(0

.0
2)

(0
.0

23
)

(0
.0

25
)

(0
.0

24
)

(0
.0

2)
(0

.0
22

)
(0

.0
24

)
(0

.0
23

)
(0

.0
23

)
(0

.0
19

)
(0

.0
19

)
B

ur
ea

uc
ra

cy
  q

ua
lit

y 
= 

3
0.

01
0.

01
0.

01
0.

01
0.

02
0.

01
0.

04
0.

01
-0

.0
1

0
-0

.0
2

-0
.0

3
0

0
-0

.0
2

-0
.0

2
(0

.0
31

)
(0

.0
32

)
(0

.0
33

)
(0

.0
25

)
(0

.0
26

)
(0

.0
24

)
(0

.0
29

)
(0

.0
31

)
(0

.0
29

)
(0

.0
22

)
(0

.0
28

)
(0

.0
26

)
(0

.0
31

)
(0

.0
31

)
(0

.0
23

)
(0

.0
23

)
B

ur
ea

uc
ra

cy
  q

ua
lit

y 
= 

4
0.

05
0.

05
0.

05
0.

04
0.

07
*

0.
04

0.
09

**
0.

04
0.

01
0.

03
0.

01
0

0.
04

0.
04

0.
01

0.
01

(0
.0

42
)

(0
.0

42
)

(0
.0

45
)

(0
.0

35
)

(0
.0

36
)

(0
.0

32
)

(0
.0

38
)

(0
.0

42
)

(0
.0

39
)

(0
.0

31
)

(0
.0

39
)

(0
.0

36
)

(0
.0

42
)

(0
.0

42
)

(0
.0

31
)

(0
.0

31
)

T
ab

le
 3

b

N
ot

es
: T

he
 e

st
im

at
io

ns
 c

or
re

sp
on

d 
to

 th
e 

re
gr

es
si

on
s i

n 
Ta

bl
e 

3a
. R

ob
us

t s
ta

nd
ar

d 
er

ro
rs

 a
re

 in
 p

ar
en

th
es

es
. *

, *
* 

an
d 

**
* 

de
no

te
 si

gn
ifi

ca
nc

e 
at

 th
e 

10
, 5

 a
nd

 1
%

 le
ve

l, 
re

sp
ec

tiv
el

y.

M
ar

gi
na

l e
ff

ec
ts

 o
f g

ov
er

nm
en

t s
iz

e 
on

 g
ro

w
th

 d
ep

en
di

ng
 o

n 
pu

bl
ic

 se
ct

or
 q

ua
lit

y:
 B

ur
ea

uc
ra

tic
 q

ua
lit

y



27 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1
2

3
4

5
6

7
8

9
10

11
12

13
14

15
16

D
ep

en
de

nt
 v

ar
ia

bl
e 

is
 g

ro
w

th
R

ef
er

en
ce

 
m

od
el

Le
ve

ra
ge

St
an

da
rd

iz
ed

 
re

si
du

al
s

St
ud

en
tiz

ed
 

R
es

id
ua

ls
C

oo
k’

s D
D

FI
TS

Ln
 G

D
P 

pc
 (i

ni
tia

l y
ea

r)
-0

.7
91

**
*

-0
.7

72
**

*
-0

.8
17

**
*

-1
.1

34
**

*
-0

.7
61

**
*

-0
.7

81
**

*
-0

.7
68

**
*

-0
.8

41
**

*
-0

.8
65

**
*

-0
.5

6*
**

-0
.8

61
**

*
-0

.5
19

**
(0

.2
1)

(0
.2

)
(0

.2
4)

(0
.2

)
(0

.2
4)

(0
.2

)
(0

.2
2)

(0
.2

1)
(0

.1
8)

(0
.2

)
(0

.2
1)

(0
.2

)
Se

co
nd

ar
y 

sc
ho

ol
 e

nr
ol

lm
en

t
0.

02
9*

**
0.

02
9*

**
0.

02
8*

**
0.

01
6*

*
0.

02
8*

**
0.

02
2*

*
0.

02
9*

**
0.

02
9*

**
0.

01
7*

**
0.

02
1*

**
0.

02
3*

**
0.

02
3*

*
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
G

ro
ss

 fi
xe

d 
ca

pi
ta

l f
or

m
at

io
n

0.
22

9*
**

0.
23

6*
**

0.
20

7*
**

0.
16

6*
**

0.
22

9*
**

0.
24

6*
**

0.
21

**
*

0.
22

3*
**

0.
22

3*
**

0.
25

2*
**

0.
22

9*
**

0.
20

9*
**

(0
.0

5)
(0

.0
5)

(0
.0

5)
(0

.0
4)

(0
.0

5)
(0

.0
5)

(0
.0

5)
(0

.0
5)

(0
.0

4)
(0

.0
4)

(0
.0

5)
(0

.0
4)

G
ov

er
nm

en
t s

iz
e 

(in
iti

al
 y

ea
r)

-0
.1

35
**

*
-0

.1
24

**
*

-0
.1

49
**

*
-0

.0
99

**
-0

.1
34

**
*

-0
.1

12
**

*
-0

.1
37

**
*

-0
.1

39
**

*
-0

.1
12

**
*

-0
.1

19
**

*
-0

.1
25

**
*

-0
.1

51
**

*
(0

.0
4)

(0
.0

4)
(0

.0
4)

(0
.0

4)
(0

.0
4)

(0
.0

4)
(0

.0
4)

(0
.0

4)
(0

.0
3)

(0
.0

4)
(0

.0
3)

(0
.0

5)
Ex

ec
ut

iv
e 

co
ns

tra
in

ts
 (i

ni
tia

l y
ea

r)
-0

.1
35

-0
.1

38
-0

.1
59

-0
.1

13
-0

.1
48

-0
.2

34
-0

.1
01

-0
.1

47
-0

.0
09

-0
.1

52
-0

.1
2

-0
.2

06
(0

.1
4)

(0
.1

4)
(0

.1
3)

(0
.1

4)
(0

.1
4)

(0
.1

5)
(0

.1
5)

(0
.1

4)
(0

.1
3)

(0
.1

4)
(0

.1
3)

(0
.1

9)
G

ov
.si

ze
 x

 E
x.

 c
on

st
ra

in
ts

 (i
ni

tia
l y

ea
r)

0.
02

4*
**

0.
02

4*
**

0.
02

6*
**

0.
02

**
*

0.
02

4*
**

0.
02

2*
**

0.
02

5*
**

0.
02

5*
**

0.
01

7*
**

0.
02

1*
**

0.
02

**
*

0.
02

7*
*

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

-0
.0

04
-0

.2
77

**
0.

13
3*

**
0.

13
0.

15
2*

0.
54

9
3.

86
3*

**
-0

.0
49

**
*

1.
06

8*
*

(0
.0

1)
(0

.1
3)

(0
.0

3)
(0

.1
9)

(0
.0

9)
(0

.4
)

(0
.9

)
(0

.0
1)

(0
.4

6)

R
-s

qu
ar

ed
0.

58
0.

58
0.

61
0.

66
0.

58
0.

6
0.

59
0.

59
0.

65
0.

62
0.

6
0.

54
N

um
be

r o
f o

bs
er

va
tio

ns
82

82
80

82
82

82
82

82
82

82
82

76

T
ab

le
 4

a 

N
um

be
r o

f 
co

nf
lic

ts
Li

fe
 

ex
pe

ct
an

cy
Ln

 (1
+ 

in
fla

tio
n)

Tr
ad

e
C

on
tro

l v
ar

ia
bl

es

O
C

D
E 

du
m

m
y

N
at

ur
al

 
re

so
ur

ce
s

La
tit

ud
e

N
ev

er
 a

 
co

lo
ny

R
el

ig
io

n 
(p

-
va

lu
e)

In
st

itu
tio

n.
 

de
m

oc
ra

cy

[0
.3

66
]

R
ob

us
tn

es
s c

he
ck

s:
 E

xe
cu

tiv
e 

co
ns

tra
in

ts

N
ot

es
:O

ut
lie

rs
in

co
lu

m
n

12
ar

e
U

ni
te

d
A

ra
b

Em
ira

te
s,

C
hi

na
,G

uy
an

a,
Is

ra
el

,J
or

da
n

an
d

Za
m

bi
a.

O
ut

lie
rs

in
co

lu
m

ns
13

an
d

14
ar

e
C

hi
na

,C
on

go
(D

em
.R

ep
.)

an
d

Ir
el

an
d.

O
ut

lie
rs

in
co

lu
m

ns
15

an
d

16
ar

e
U

ni
te

d
A

ra
b

Em
ira

te
s,

A
us

tra
lia

,
C

hi
na

, C
on

go
 (D

em
.R

ep
.),

 G
ab

on
 a

nd
 Z

am
bi

a.
 T

he
 sa

m
pl

e 
of

 c
ou

nt
rie

s i
s l

im
ite

d 
to

 th
e 

ba
si

c 
sa

m
pl

e 
of

 c
ro

ss
-s

ec
tio

n 
re

gr
es

si
on

s (
A

pp
en

di
x 

II
I)

. S
ee

 fo
ot

no
te

 to
 T

ab
le

 2
 fo

r t
he

 re
st

.

790.
55

(0
.0

1)
0.

02
4*

**
(0

.1
3)

-0
.1

74
(0

.0
3)

-0
.1

44
**

*
(0

.0
4)

0.
17

4*
**

(0
.0

1)
0.

02
6*

**
(0

.1
8)

-0
.6

74
**

*

760.
55

(0
.0

1)
0.

02
7*

**
(0

.1
4)

-0
.2

45
*

(0
.0

3)
-0

.1
62

**
*

(0
.0

4)
0.

20
1*

**
(0

.0
1)

0.
02

2*
**

(0
.1

7)
-0

.4
72

**
*



28 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1
2

3
4

5
6

7
8

9
10

11
12

13
14

15
16

D
ep

en
de

nt
 v

ar
ia

bl
e 

is
 g

ro
w

th

Ex
ec

ut
iv

e 
co

ns
tra

in
ts

 =
 1

-0
.1

1*
**

-0
.1

**
*

-0
.1

2*
**

-0
.0

8*
*

-0
.1

1*
**

-0
.0

9*
**

-0
.1

1*
**

-0
.1

1*
**

-0
.1

**
*

-0
.1

**
*

-0
.1

**
*

-0
.1

2*
**

(0
.0

31
)

(0
.0

32
)

(0
.0

33
)

(0
.0

33
)

(0
.0

3)
(0

.0
33

)
(0

.0
31

)
(0

.0
31

)
(0

.0
25

)
(0

.0
31

)
(0

.0
29

)
(0

.0
45

)
Ex

ec
ut

iv
e 

co
ns

tra
in

ts
 =

 2
-0

.0
9*

**
-0

.0
8*

**
-0

.1
**

*
-0

.0
6*

*
-0

.0
9*

**
-0

.0
7*

*
-0

.0
9*

**
-0

.0
9*

**
-0

.0
8*

**
-0

.0
8*

**
-0

.0
8*

**
-0

.1
**

*
(0

.0
25

)
(0

.0
27

)
(0

.0
27

)
(0

.0
27

)
(0

.0
25

)
(0

.0
27

)
(0

.0
26

)
(0

.0
25

)
(0

.0
21

)
(0

.0
25

)
(0

.0
24

)
(0

.0
36

)
Ex

ec
ut

iv
e 

co
ns

tra
in

ts
 =

 3
-0

.0
6*

**
-0

.0
5*

*
-0

.0
7*

**
-0

.0
4*

-0
.0

6*
**

-0
.0

5*
*

-0
.0

6*
**

-0
.0

6*
**

-0
.0

6*
**

-0
.0

6*
**

-0
.0

6*
**

-0
.0

7*
*

(0
.0

2)
(0

.0
23

)
(0

.0
21

)
(0

.0
22

)
(0

.0
2)

(0
.0

22
)

(0
.0

22
)

(0
.0

2)
(0

.0
17

)
(0

.0
2)

(0
.0

19
)

(0
.0

28
)

Ex
ec

ut
iv

e 
co

ns
tra

in
ts

 =
 4

-0
.0

4*
*

-0
.0

3
-0

.0
5*

**
-0

.0
2

-0
.0

4*
*

-0
.0

3
-0

.0
4*

-0
.0

4*
*

-0
.0

5*
**

-0
.0

3*
*

-0
.0

4*
**

-0
.0

4*
*

(0
.0

17
)

(0
.0

2)
(0

.0
17

)
(0

.0
18

)
(0

.0
17

)
(0

.0
18

)
(0

.0
2)

(0
.0

16
)

(0
.0

15
)

(0
.0

17
)

(0
.0

16
)

(0
.0

22
)

Ex
ec

ut
iv

e 
co

ns
tra

in
ts

 =
 5

-0
.0

1
-0

.0
1

-0
.0

2
0

-0
.0

1
0

-0
.0

1
-0

.0
1

-0
.0

3*
-0

.0
1

-0
.0

2
-0

.0
2

(0
.0

15
)

(0
.0

19
)

(0
.0

15
)

(0
.0

16
)

(0
.0

16
)

(0
.0

17
)

(0
.0

21
)

(0
.0

15
)

(0
.0

15
)

(0
.0

16
)

(0
.0

15
)

(0
.0

21
)

Ex
ec

ut
iv

e 
co

ns
tra

in
ts

 =
 6

0.
01

0.
02

0.
01

0.
02

0.
01

0.
02

0.
01

0.
01

-0
.0

1
0.

01
0

0.
01

(0
.0

17
)

(0
.0

2)
(0

.0
16

)
(0

.0
18

)
(0

.0
18

)
(0

.0
18

)
(0

.0
24

)
(0

.0
16

)
(0

.0
18

)
(0

.0
18

)
(0

.0
17

)
(0

.0
24

)
Ex

ec
ut

iv
e 

co
ns

tra
in

ts
 =

 7
0.

04
*

0.
04

*
0.

03
0.

04
*

0.
04

*
0.

04
*

0.
04

0.
03

*
0

0.
03

0.
02

0.
04

(0
.0

21
)

(0
.0

23
)

(0
.0

19
)

(0
.0

21
)

(0
.0

22
)

(0
.0

22
)

(0
.0

29
)

(0
.0

2)
(0

.0
22

)
(0

.0
22

)
(0

.0
2)

(0
.0

31
)

T
ab

le
 4

b

N
ot

es
: T

he
 e

st
im

at
io

ns
 c

or
re

sp
on

d 
to

 re
gr

es
si

on
s i

n 
Ta

bl
e 

4 
a.

 R
ob

us
t s

ta
nd

ar
d 

er
ro

rs
 a

re
 in

 p
ar

en
th

es
es

. *
, *

* 
an

d 
**

* 
de

no
te

 si
gn

ifi
ca

nc
e 

at
 th

e 
10

, 5
 a

nd
 1

%
 le

ve
l, 

re
sp

ec
tiv

el
y.

0
0

(0
.0

14
)

(0
.0

16
)

0.
03

0.
03

-0
.0

2*
-0

.0
3*

(0
.0

13
)

(0
.0

14
)

(0
.0

17
)

(0
.0

2)

(0
.0

18
)

(0
.0

19
)

-0
.0

5*
**

-0
.0

5*
**

(0
.0

14
)

(0
.0

15
)

-0
.1

**
*

-0
.1

1*
**

(0
.0

23
)

(0
.0

23
)

-0
.0

7*
**

-0
.0

8*
**

M
ar

gi
na

l e
ff

ec
ts

 o
f g

ov
er

nm
en

t s
iz

e 
on

 g
ro

w
th

 d
ep

en
di

ng
 o

n 
pu

bl
ic

 se
ct

or
 q

ua
lit

y:
 E

xe
cu

tiv
e 

co
ns

tra
in

ts

-0
.1

2*
**

-0
.1

4*
**

(0
.0

28
)

(0
.0

29
)



29 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1
2

3
4

5
6

7
8

9
10

11
12

13
14

15
16

D
ep

en
de

nt
 v

ar
ia

bl
e 

is
 g

ro
w

th
R

ef
er

en
ce

 
m

od
el

Le
ve

ra
ge

St
an

da
rd

iz
ed

 
re

si
du

al
s

St
ud

en
tiz

ed
 

R
es

id
ua

ls
C

oo
k’

s D
D

FI
TS

Ln
 G

D
P 

pc
 (i

ni
tia

l y
ea

r)
-0

.8
23

**
*

-0
.8

13
**

*
-0

.7
8*

**
-1

.4
74

**
*

-0
.8

24
**

*
-0

.8
93

**
*

-0
.8

44
**

*
-0

.8
24

**
*

-0
.9

03
**

*
-0

.6
6*

**
-0

.8
98

**
*

-0
.6

78
**

*
-0

.6
6*

**
-0

.6
11

**
*

(0
.2

3)
(0

.2
2)

(0
.2

5)
(0

.2
3)

(0
.2

5)
(0

.2
)

(0
.2

5)
(0

.2
2)

(0
.1

9)
(0

.2
2)

(0
.2

3)
(0

.2
4)

(0
.2

)
(0

.2
)

Se
co

nd
ar

y 
sc

ho
ol

 e
nr

ol
lm

en
t

0.
02

6*
*

0.
02

6*
**

0.
02

4*
*

0.
00

3
0.

02
8*

**
0.

01
7*

*
0.

02
6*

*
0.

02
8*

**
0.

01
8*

*
0.

01
5*

0.
02

2*
*

0.
02

1*
*

0.
02

**
0.

01
6*

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

(0
.0

1)
(0

.0
1)

G
ro

ss
 fi

xe
d 

ca
pi

ta
l f

or
m

at
io

n
0.

22
**

*
0.

22
**

*
0.

21
1*

**
0.

12
2*

*
0.

21
7*

**
0.

23
**

*
0.

22
4*

**
0.

21
2*

**
0.

21
**

*
0.

24
1*

**
0.

22
2*

**
0.

18
1*

**
0.

18
8*

**
0.

18
6*

**
(0

.0
6)

(0
.0

6)
(0

.0
6)

(0
.0

5)
(0

.0
6)

(0
.0

6)
(0

.0
6)

(0
.0

5)
(0

.0
5)

(0
.0

6)
(0

.0
6)

(0
.0

5)
(0

.0
4)

(0
.0

3)
G

ov
er

nm
en

t s
iz

e
-0

.2
57

**
*

-0
.2

51
**

-0
.2

48
**

*
-0

.1
98

**
-0

.2
52

**
*

-0
.2

22
**

-0
.2

84
**

-0
.2

23
**

-0
.2

42
**

-0
.2

58
**

*
-0

.3
02

**
*

-0
.2

26
**

-0
.3

24
**

*
-0

.3
41

**
*

(0
.0

9)
(0

.1
)

(0
.0

9)
(0

.0
9)

(0
.0

9)
(0

.0
9)

(0
.1

1)
(0

.1
)

(0
.1

)
(0

.1
)

(0
.0

9)
(0

.1
)

(0
.0

8)
(0

.0
8)

B
ur

ea
uc

ra
cy

 q
ua

lit
y

-0
.4

55
-0

.4
6

-0
.4

13
0.

30
8

-0
.5

95
-0

.2
49

-0
.9

23
-0

.3
33

-0
.3

11
-0

.2
86

-0
.4

88
-0

.0
72

-0
.7

04
-0

.5
24

(0
.7

6)
(0

.7
2)

(0
.7

7)
(0

.7
6)

(0
.7

6)
(0

.7
3)

(0
.6

9)
(0

.7
7)

(0
.7

1)
(0

.7
8)

(0
.8

1)
(0

.6
7)

(0
.6

6)
(0

.6
7)

G
ov

.si
ze

 x
 B

ur
. q

ua
lit

y
0.

07
8*

*
0.

07
6*

*
0.

07
4*

*
0.

06
*

0.
08

1*
*

0.
06

6*
*

0.
10

3*
**

0.
06

3*
0.

06
7*

0.
07

6*
*

0.
09

1*
**

0.
06

1*
0.

09
3*

**
0.

09
2*

**
(0

.0
3)

(0
.0

3)
(0

.0
3)

(0
.0

3)
(0

.0
3)

(0
.0

3)
(0

.0
3)

(0
.0

3)
(0

.0
4)

(0
.0

4)
(0

.0
3)

(0
.0

3)
(0

.0
3)

(0
.0

3)

Tr
ad

e
Ln

 (1
+ 

in
fla

tio
n)

Li
fe

 
ex

pe
ct

an
cy

N
um

be
r o

f 
co

nf
lic

ts
In

st
itu

tio
n.

 
de

m
oc

ra
cy

Re
lig

io
n 

(p
-

va
lu

e)
N

ev
er

 a
 

co
lo

ny
La

tit
ud

e
N

at
ur

al
 

re
so

ur
ce

s
O

C
D

E 
du

m
m

y

0.
00

-0
.1

37
0.

16
7*

**
0.

17
7

0.
14

1*
*

0.
51

7
3.

13
8*

**
-0

.0
48

**
*

0.
33

(0
.0

1)
(0

.1
5)

(0
.0

4)
(0

.1
8)

(0
.0

6)
(0

.4
3)

(1
.0

9)
(0

.0
2)

(0
.8

0)

U
nd

er
id

en
tif

ic
at

io
n 

te
st

0.
00

0.
02

0.
00

0.
00

0.
00

0.
04

0.
14

0.
00

0.
01

0.
03

0.
01

0.
00

0.
00

0.
01

H
an

se
n 

J s
ta

tis
tic

0.
60

0.
57

0.
62

0.
46

0.
57

0.
51

0.
23

0.
55

0.
19

0.
37

0.
48

0.
68

0.
59

0.
53

C
en

te
re

d 
R

-s
qu

ar
ed

0.
58

0.
58

0.
59

0.
69

0.
59

0.
64

0.
58

0.
6

0.
66

0.
64

0.
59

0.
51

0.
63

0.
67

N
um

be
r o

f o
bs

er
va

tio
ns

85
85

83
85

84
82

84
85

84
85

85
79

80
79

T
ab

le
 5

a 

[0
.4

44
]

C
on

tro
l v

ar
ia

bl
es

0.
07

(0
.0

3)

N
ot

es
:T

he
va

ria
bl

es
re

pr
es

en
tt

he
av

er
ag

e
ov

er
th

e
pe

rio
d

19
81

-2
00

5,
un

le
ss

st
at

ed
ot

he
rw

ise
.T

he
es

tim
at

io
ns

in
cl

ud
e

a
co

ns
ta

nt
te

rm
,w

hi
ch

is
om

itt
ed

fo
rs

pa
ce

co
ns

id
er

at
io

ns
.A

ll
re

gr
es

sio
ns

ar
e

es
tim

at
ed

w
ith

2S
LS

.T
he

en
do

ge
no

us
va

ria
bl

es
ar

e
G

ov
er

nm
en

ts
iz

e,
B

ur
ea

uc
ra

cy
Q

ua
lit

y
an

d
G

ov
.si

ze
x

B
ur

.Q
ua

lit
y,

an
d

th
e

in
st

ru
m

en
ta

re
G

ov
er

nm
en

ts
iz

e
in

19
81

,l
eg

al
or

ig
in

,a
nd

G
ov

.si
ze

in
19

81
x

le
ga

lo
rig

in
.S

m
al

ls
am

pl
e

co
rr

ec
tio

n
is

ap
pl

ie
d.

Th
e

de
fin

iti
on

s
of

th
e

va
ria

bl
es

ca
n

be
fo

un
d

in
A

pp
en

di
x

I.
R

ob
us

ts
ta

nd
ar

d
er

ro
rs

ap
pe

ar
in

pa
re

nt
he

se
s.*

,*
*

an
d

**
*

de
no

te
sig

ni
fic

an
ce

at
th

e
10

,5
an

d
1%

le
ve

l,
re

sp
ec

tiv
el

y.
O

ut
lie

rs
in

co
lu

m
n

12
ar

e
U

ni
te

d
A

ra
b

Em
ira

te
s,

B
an

gl
ad

es
h,

Ch
in

a,
G

uy
an

a,
Is

ra
el

an
d

Li
be

ria
.O

ut
lie

rs
in

co
lu

m
n

13
ar

e
Ch

in
a,

Co
ng

o
(D

em
.R

ep
.),

G
ab

on
,I

re
la

nd
an

d
Pa

na
m

a.
O

ut
lie

rs
in

co
lu

m
n

14
ar

e
B

ru
ne

i,
Ch

in
a,

Co
ng

o
(D

em
.R

ep
.),

G
ab

on
,I

re
la

nd
an

d
Pa

na
m

a.
O

ut
lie

rs
in

co
lu

m
ns

15
an

d
16

ar
e

U
ni

te
d 

A
ra

b 
Em

ira
te

s, 
A

us
tra

lia
, B

ru
ne

i, 
Ch

in
a,

 C
on

go
 (D

em
.R

ep
.),

 G
ab

on
 a

nd
 P

an
am

a.
 T

he
 sa

m
pl

e 
of

 c
ou

nt
rie

s i
s l

im
ite

d 
to

 th
e 

ba
si

c 
sa

m
pl

e 
an

al
yz

ed
 in

 c
ro

ss
-s

ec
tio

n 
re

gr
es

sio
ns

 (A
pp

en
di

x 
II

I)
.

780.
67

0.
46

2S
LS

 re
gr

es
si

on
s

(0
.0

1)
0.

01
5*

*
(0

.1
9)

-0
.5

85
**

*

-0
.2

91
**

*
(0

.0
4)

0.
17

8*
**

0.
07

1*
*

(0
.7

3)
-0

.0
63

(0
.0

9)



30 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1
2

3
4

5
6

7
8

9
10

11
12

13
14

15
16

D
ep

en
de

nt
 v

ar
ia

bl
e 

is
 g

ro
w

th

B
ur

ea
uc

ra
cy

  q
ua

lit
y 

= 
0

-0
.2

6*
**

-0
.2

5*
*

-0
.2

5*
**

-0
.2

**
-0

.2
5*

**
-0

.2
2*

*
-0

.2
8*

*
-0

.2
2*

*
-0

.2
4*

*
-0

.2
6*

**
-0

.3
**

*
-0

.2
3*

*
-0

.3
2*

**
-0

.3
4*

**
(0

.0
91

)
(0

.1
02

)
(0

.0
91

)
(0

.0
93

)
(0

.0
93

)
(0

.0
86

)
(0

.1
08

)
(0

.0
97

)
(0

.0
98

)
(0

.0
96

)
(0

.0
92

)
(0

.1
01

)
(0

.0
78

)
(0

.0
79

)
B

ur
ea

uc
ra

cy
  q

ua
lit

y 
= 

1
-0

.1
8*

**
-0

.1
8*

*
-0

.1
7*

**
-0

.1
4*

*
-0

.1
7*

*
-0

.1
6*

*
-0

.1
8*

*
-0

.1
6*

*
-0

.1
8*

*
-0

.1
8*

**
-0

.2
1*

**
-0

.1
6*

*
-0

.2
3*

**
-0

.2
5*

**
(0

.0
65

)
(0

.0
76

)
(0

.0
65

)
(0

.0
65

)
(0

.0
65

)
(0

.0
59

)
(0

.0
79

)
(0

.0
69

)
(0

.0
66

)
(0

.0
64

)
(0

.0
62

)
(0

.0
74

)
(0

.0
55

)
(0

.0
52

)
B

ur
ea

uc
ra

cy
  q

ua
lit

y 
= 

2
-0

.1
**

-0
.1

*
-0

.1
**

-0
.0

8*
-0

.0
9*

*
-0

.0
9*

*
-0

.0
8

-0
.1

**
-0

.1
1*

**
-0

.1
1*

**
-0

.1
2*

**
-0

.1
*

-0
.1

4*
**

-0
.1

6*
**

(0
.0

45
)

(0
.0

55
)

(0
.0

46
)

(0
.0

43
)

(0
.0

44
)

(0
.0

38
)

(0
.0

55
)

(0
.0

46
)

(0
.0

4)
(0

.0
39

)
(0

.0
39

)
(0

.0
52

)
(0

.0
37

)
(0

.0
31

)
B

ur
ea

uc
ra

cy
  q

ua
lit

y 
= 

3
-0

.0
2

-0
.0

2
-0

.0
3

-0
.0

2
-0

.0
1

-0
.0

2
0.

03
-0

.0
3

-0
.0

4
-0

.0
3

-0
.0

3
-0

.0
4

-0
.0

4
-0

.0
7*

*
(0

.0
42

)
(0

.0
47

)
(0

.0
44

)
(0

.0
4)

(0
.0

41
)

(0
.0

37
)

(0
.0

44
)

(0
.0

41
)

(0
.0

37
)

(0
.0

39
)

(0
.0

37
)

(0
.0

45
)

(0
.0

35
)

(0
.0

31
)

B
ur

ea
uc

ra
cy

  q
ua

lit
y 

= 
4

0.
06

0.
05

0.
05

0.
04

0.
07

0.
04

0.
13

**
0.

03
0.

03
0.

04
0.

06
0.

02
0.

05
0.

03
(0

.0
59

)
(0

.0
58

)
(0

.0
61

)
(0

.0
58

)
(0

.0
58

)
(0

.0
58

)
(0

.0
53

)
(0

.0
58

)
(0

.0
61

)
(0

.0
64

)
(0

.0
6)

(0
.0

57
)

(0
.0

51
)

(0
.0

51
)

T
ab

le
 5

b 

N
ot

es
: 

Th
e 

es
tim

at
io

ns
 c

or
re

sp
on

d 
to

 re
gr

es
si

on
s i

n 
Ta

bl
e 

5a
. R

ob
us

t s
ta

nd
ar

d 
er

ro
rs

 a
re

 in
 p

ar
en

th
es

es
. *

, *
* 

an
d 

**
* 

de
no

te
 si

gn
ifi

ca
nc

e 
at

 th
e 

10
, 5

 a
nd

 1
%

 le
ve

l, 
re

sp
ec

tiv
el

y.
 

(0
.0

6)
-0

.0
1

(0
.0

34
)

-0
.0

8*
*

(0
.0

31
)

-0
.1

5*
**

(0
.0

55
)

-0
.2

2*
**

(0
.0

86
)

-0
.2

9*
**

2S
LS

 re
gr

es
si

on
s. 

M
ar

gi
na

l e
ff

ec
ts

 o
f g

ov
er

nm
en

t s
iz

e



31 
 

SYSTEM-GMM regressions 1 2 3 4 5 6 7 8

Dependent variable is growth
Reference 

model Drop OECD

Ln GDP pc t-1 -1.235*** -1.504*** -1.146*** -1.337*** -1.357*** -1.465*** -1.369*** -1.01**
(0.37) (0.35) (0.35) (0.36) (0.36) (0.38) (0.37) (0.41)

Secondary school enrollment 0.07*** 0.086*** 0.07*** 0.047** 0.071*** 0.077*** 0.06*** 0.063***
(0.02) (0.02) (0.02) (0.02) (0.02) (0.02) (0.02) (0.02)

Gross fixed capital formation 0.151** 0.224*** 0.164*** 0.158** 0.158** 0.145** 0.154** 0.168**
(0.07) (0.06) (0.06) (0.06) (0.07) (0.06) (0.07) (0.07)

Government size -0.364*** -0.381*** -0.367*** -0.315*** -0.347*** -0.368*** -0.253** -0.375***
(0.11) (0.12) (0.11) (0.11) (0.12) (0.11) (0.11) (0.12)

Bureaucracy quality -0.551 -0.953 -0.974 -0.612 -0.377 -0.293 -0.437 -0.953
(0.76) (0.67) (0.73) (0.72) (0.76) (0.72) (0.72) (0.87)

Gov.size x Bur. quality 0.078** 0.075* 0.09** 0.081** 0.071* 0.075* 0.063* 0.117**
(0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.05)

Ln (1+ 
inflation) Trade Life 

expectancy
Number of 
conflicts

Natural 
resources

Institution. 
democracy

-0.831*** -0.001 0.082 -0.348 0.013 0.127
(0.25) (0.01) (0.06) (0.31) (0.02) (0.09)

Number of observations 450 414 450 450 446 446 418 335
Arellano-Bond test for AR(2) 0.33 0.19 0.29 0.33 0.35 0.49 0.24 0.93
Hansen test of overid. 0.17 0.11 0.28 0.27 0.20 0.14 0.22 0.38

Table 6a 

System GMM estimator:  Bureaucracy quality

Notes : The variables are averages over the 5-year intervals during the period 1981-2005. The coefficients on the period dummies are not reported
for space considerations. The definitions of the variables can be found in the Appendix I. Robust standard errors are in parentheses. *, ** and ***
denote significance at the 10, 5 and 1% level, respectively. All regressions are estimated with the one-step System GMM estimator using the
STATA program xtabond2 (Roodman, 2006). Small sample correction is applied. For the first difference equation, second and previous lags of
endogenous variables and first and previous lags of predetermined variables are used as instruments. For the level equation, lag first difference of
endogenous variables and first difference of predetermined variables are used as instruments. The excluded instruments are population dependency
ratio and legal origin, and the exogenous variables are the period dummies. The endogenous variables are gross fixed capital formation,
government size and gov. size x bureaucracy quality, while the remaining variables are predetermined. 

Control variables

 

 

SYSTEM-GMM regressions 1 2 3 4 5 6 7 8

Dependent variable is growth

Bureaucracy  quality = 0 -0.36*** -0.38*** -0.37*** -0.31*** -0.35*** -0.37*** -0.25** -0.38***
(0.114) (0.116) (0.114) (0.114) (0.116) (0.109) (0.109) (0.117)

Bureaucracy  quality = 1 -0.29*** -0.31*** -0.28*** -0.23*** -0.28*** -0.29*** -0.19** -0.26***
(0.084) (0.085) (0.083) (0.086) (0.084) (0.078) (0.082) (0.075)

Bureaucracy  quality = 2 -0.21*** -0.23*** -0.19*** -0.15** -0.2*** -0.22*** -0.13* -0.14**
(0.064) (0.062) (0.06) (0.066) (0.062) (0.056) (0.065) (0.061)

Bureaucracy  quality = 3 -0.13** -0.15** -0.1 -0.07 -0.13** -0.14** -0.06 -0.03
(0.062) (0.06) (0.059) (0.063) (0.06) (0.057) (0.066) (0.088)

Bureaucracy  quality = 4 -0.05 -0.08 -0.01 0.01 -0.06 -0.07 0 0.09
(0.08) (0.08) (0.079) (0.078) (0.08) (0.079) (0.085) (0.133)

Table 6b 

System GMM estimator . Marginal effects of government size

Notes : The estimations correspond to regressions in Table 6a. Robust standard errors are in parentheses. *, ** and *** denote significance at the
10, 5 and 1% level, respectively. 
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SYSTEM-GMM regressions 1 2 3 4 5 6 7 8

Dependent variable is growth
Reference 

model Drop OECD

Ln GDP pc t-1 0.161 -1.321*** 0.25 -0.126 0.139 -0.31 0.352 0.489
(0.43) (0.49) (0.42) (0.44) (0.38) (0.45) (0.41) (0.44)

Secondary school enrollment -0.011 0.05** -0.016 -0.045* -0.011 -0.006 -0.012 -0.016
(0.02) (0.02) (0.02) (0.02) (0.02) (0.03) (0.02) (0.02)

Gross fixed capital formation 0.304*** 0.308*** 0.266*** 0.275** 0.32*** 0.267*** 0.324*** 0.353***
(0.1) (0.1) (0.08) (0.12) (0.09) (0.08) (0.09) (0.09)

Government size -0.643*** -0.717*** -0.506*** -0.598*** -0.624*** -0.633*** -0.636*** -0.569**
(0.23) (0.19) (0.15) (0.21) (0.21) (0.21) (0.2) (0.24)

Executive constraints -1.144* -1.073 -0.794 -1.303** -1.074 -0.631 -1.183 -0.859
(0.68) (0.65) (0.51) (0.63) (0.65) (0.6) (0.73) (0.79)

Gov.size x Ex. constrainst 0.098** 0.089** 0.075** 0.106*** 0.092** 0.096** 0.093** 0.067
(0.04) (0.03) (0.03) (0.04) (0.04) (0.04) (0.04) (0.05)

Ln (1+ 
inflation) Trade Life 

expectancy
Number of 
conflicts

Natural 
resources

Institution. 
democracy

-1.976*** 0.008 0.15** -0.17 0.092*** -0.055
(0.33) (0.01) (0.07) (0.44) (0.03) (0.33)

Number of observations 505 458 505 505 505 500 505 396
Arellano-Bond test for AR(2) 0.303 0.749 0.322 0.199 0.263 0.114 0.348 0.312
Hansen test of overid. 0.105 0.136 0.11 0.217 0.253 0.14 0.19 0.039

Table 7a 

Control variables

System GMM estimator : Executive constraints

Notes : The endogenous variables are gross fixed capital formation, government size and gov. size x executive constraints, while the remaining
variables are predetermined. See footnote to Table 6a for the rest.

 

 

SYSTEM-GMM regressions

Dependent variable is growth

1 2 3 4 5 6 7 8

Executive constraints = 1 -0.54*** -0.63*** -0.43*** -0.49*** -0.53*** -0.54*** -0.54*** -0.5**
(0.195) (0.163) (0.129) (0.176) (0.177) (0.176) (0.167) (0.195)

Executive constraints = 2 -0.45*** -0.54*** -0.36*** -0.39** -0.44*** -0.44*** -0.45*** -0.44***
(0.161) (0.133) (0.107) (0.15) (0.144) (0.145) (0.136) (0.155)

Executive constraints = 3 -0.35*** -0.45*** -0.28*** -0.28** -0.35*** -0.34*** -0.36*** -0.37***
(0.13) (0.106) (0.09) (0.128) (0.115) (0.117) (0.11) (0.122)

Executive constraints = 4 -0.25** -0.36*** -0.2** -0.17 -0.26*** -0.25** -0.26*** -0.3***
(0.106) (0.086) (0.081) (0.114) (0.093) (0.097) (0.091) (0.101)

Executive constraints = 5 -0.15 -0.27*** -0.13 -0.07 -0.16* -0.15* -0.17** -0.23**
(0.095) (0.076) (0.084) (0.111) (0.086) (0.09) (0.085) (0.102)

Executive constraints = 6 -0.06 -0.18** -0.05 0.04 -0.07 -0.06 -0.08 -0.17
(0.101) (0.081) (0.097) (0.119) (0.095) (0.097) (0.094) (0.124)

Executive constraints = 7 0.04 -0.09 0.02 0.15 0.02 0.04 0.02 -0.1
(0.121) (0.1) (0.117) (0.137) (0.117) (0.117) (0.115) (0.157)

Table 7b 

System GMM estimator . Marginal effects of government size

Notes : The estimations correspond to regressions in Table 7a. Robust standard errors are in parentheses. *, ** and *** denote significance at the
10, 5 and 1% level, respectively.
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SYSTEM-GMM regressions 1 2 3 4 5 6 7 8 9 10

Dependent variable is growth

Ln GDP pc t-1 -1.235*** -1.146*** -1.072** -0.764 -1.185*** -0.696 -1.277*** -0.839 -1.388*** -1.023*

(0.37) (0.4) (0.45) (0.5) (0.36) (0.48) (0.38) (0.51) (0.44) (0.61)
Secondary school enrollment 0.07*** 0.072*** 0.065*** 0.074*** 0.069*** 0.073*** 0.072*** 0.078*** 0.072*** 0.078***

(0.02) (0.02) (0.02) (0.02) (0.02) (0.02) (0.02) (0.02) (0.02) (0.03)
Gross fixed capital formation 0.151** 0.145** 0.158** 0.16** 0.16** 0.17** 0.151** 0.159** 0.159** 0.182**

(0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.08) (0.09)
Government size -0.364*** -0.357*** -0.512*** -0.49*** -0.352*** -0.453*** -0.394*** -0.543*** -0.384*** -0.458***

(0.11) (0.12) (0.13) (0.13) (0.11) (0.12) (0.11) (0.13) (0.11) (0.14)
Bureaucracy quality -0.551 -0.485 -1.845* -1.576 -0.583 -1.42 -0.625 -1.798* -0.998 -1.589

(0.76) (0.78) (0.97) (0.99) (0.75) (0.95) (0.78) (1.01) (0.76) (1.03)
Gov.size x Bur. quality 0.078** 0.071* 0.156*** 0.128** 0.075** 0.111** 0.085** 0.147** 0.096** 0.122**

(0.04) (0.04) (0.06) (0.06) (0.04) (0.06) (0.04) (0.06) (0.04) (0.06)

Number of observations 450 450 450 450 450 450 450 450 450 450
Arellano-Bond test for AR(2) 0.327 0.335 0.239 0.277 0.352 0.322 0.324 0.263 0.292 0.286
Hansen test of overid. 0.167 0.15 0.115 0.102 0.136 0.071 0.229 0.195 0.167 0.102

Table 8a 

Notes: The variables are averages over the 5-year intervals during the period 1981-2005. The coefficients on the period dummies are not reported for space
considerations. The definitions of the variables can be found in Appendix I. Robust standard errors are in parentheses. *, ** and *** denote significance at the 10, 5
and 1% level, respectively. All regressions are estimated with the System GMM estimator using the STATA program xtabond2 (Roodman, 2006). Small sample
correction is applied. The reference regression corresponds to column 1 of Table 5a.

Reference 
model

Excluded 
instr. Legal 

origin

Excluded 
instr. Dep. 
population

No 
excluded 

instrument

Two step 
est. & no 

excl. instr.

System GMM estimator : Other specifications

Orthogonal 
deviations

Orthog. 
dev. & no 
excl.instr.

Limited to 
lag (1 2)

Limited to 
lag (1 2) & 

no excl. 

Two step 
estimator

 

 

 

SYSTEM-GMM regressions

Dependent variable is growth
1 2 3 4 5 6 7 8 9 10

Bureaucracy  quality = 0 -0.36*** -0.36*** -0.51*** -0.49*** -0.35*** -0.45*** -0.39*** -0.54*** -0.38*** -0.46***
(0.114) (0.116) (0.135) (0.134) (0.108) (0.125) (0.114) (0.133) (0.113) (0.136)

Bureaucracy  quality = 1 -0.29*** -0.29*** -0.36*** -0.36*** -0.28*** -0.34*** -0.31*** -0.4*** -0.29*** -0.34***
(0.084) (0.084) (0.09) (0.089) (0.08) (0.083) (0.084) (0.089) (0.082) (0.099)

Bureaucracy  quality = 2 -0.21*** -0.22*** -0.2*** -0.23*** -0.2*** -0.23*** -0.22*** -0.25*** -0.19*** -0.21**
(0.064) (0.063) (0.069) (0.07) (0.06) (0.066) (0.064) (0.073) (0.061) (0.087)

Bureaucracy  quality = 3 -0.13** -0.15** -0.04 -0.11 -0.13** -0.12 -0.14** -0.1 -0.09 -0.09
(0.062) (0.066) (0.088) (0.095) (0.06) (0.09) (0.064) (0.1) (0.062) (0.11)

Bureaucracy  quality = 4 -0.05 -0.08 0.11 0.02 -0.05 -0.01 -0.05 0.04 0 0.03
(0.08) (0.09) (0.131) (0.142) (0.079) (0.134) (0.084) (0.149) (0.083) (0.152)

Notes: The estimations correspond to regressions in Table 8a. Robust standard errors are in parentheses. *, ** and *** denote significance at the 10, 5 and 1% level,
respectively.

Table 8b 

System GMM estimator . Marginal effects of government size
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Panel A: Low public sector quality (Bureaucracy quality < pc33)
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Panel B: Middle public sector quality (Bureaucracy quality >= pc33 & < pc66)
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Figure 1. Government Size, Public Sector Quality and Growth  
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Figure 2. Marginal effect of government size on growth
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The figure corresponds to regression 6 of Table 2

(95% confidence interval)
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APPENDIX I. DESCRIPTION OF VARIABLES 

 

Variable Description Source

Bureaucracy quality The institutional strength and quality of bureaucracy. International Country Risk Guide 
(ICRG) (PRS Group).

Executive constraint

The extent of institutionalized constraints on the 
decision-making powers of chief executives. The scale 
ranges from 1 to 7, where a higher score means higher 
constraints.

Polity IV (Marshall et al. 2010), from 
Teorell et al. (2011).

Government size General government final consumption expenditure (% 
of GDP).

World Development Indicators (WDI), 
2011 (World Bank).

Gross fixed capital 
formation Gross fixed capital formation (% of GDP). WDI 2011 (World Bank).

Growth Real GDP per capita growth (annual %). WDI 2011 (World Bank).

Institutionalized democracy
The indicator measures the institutional degree of 
democracy. The scale ranges from 0 to 10, where a 
higher value indicates higher level of democracy.

Polity IV (Marshall et al. 2010), from 
Teorell et al. (2011).

Latitude The absolute value of the latitude of the capital city, 
divided by 90 (to take values between 0 and 1).

La Porta et al.(1999), from Teorell et al. 
(2011).

Life expectancy Life expectancy at birth, total (years). WDI 2011 (World Bank).
Ln GDP pc logarithm of real GDP per capita (constant 2000 US$). WDI 2011 (World Bank).
Ln (1+ inflation) Inflation, consumer prices (annual %). WDI 2011 (World Bank).
Natural resources The sum of rents from oil, gas and minerals over GDP. WDI 2011 (World Bank).
Never a colony The country has never been a colony. Treisman (2007).

Number of conflicts The number of armed conflicts in which the government 
of the country is involved.

UCDP/PRIO Armed Conflict Dataset 
(version 3-2005, Gleditsch et al. 2002), 
from Teorell et al. (2011).

OCDE dummy Classification of countries by income. WDI 2011 (World Bank).

Religion Catholics, Muslims and Protestants as a percentage of 
population in 1980.

La Porta et al.(1999), from Teorell et al. 
(2011).

Secondary school School enrolment, secondary (% gross). WDI 2011 (World Bank).
Trade Trade (% of GDP). WDI 2011 (World Bank).  
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APPENDIX II. DESCRIPTIVE STATISTICS 

 

Variable Obs Mean Std. Dev. Min Max

Bureaucracy quality 85 2.33 1.11 0 4
Bureaucracy quality, 1984 85 2.07 1.40 0 4
Catholics, 1980 84 35.85 38.70 0 96.90
Executive constraint 82 4.84 1.94 1 7
Executive constraint, 1981 79 3.86 2.51 1 7
Government size 85 15.46 5.17 4.60 30.41
Government size, 1981 85 16.14 6.55 4.38 41.48
Gross fixed capital formation 85 21.01 4.46 9.70 32.65
Growth 85 1.28 1.88 -4.03 8.63
Institutionalized Democracy 82 5.55 3.66 0 10
Latitude 84 0.29 0.20 0 0.72
Life expectancy at birth 85 67.92 8.82 43.75 79.45
Ln GDP pc 85 7.86 1.51 5.00 10.70
Ln (1+ inflation) 83 2.50 1.28 0.31 7.25
Muslims, 1980 84 22.14 35.99 0 99.40
Natural resources 85 6.22 10.17 0 46.41
Never a colony 85 0.21 0.41 0 1
Number of Conflicts 84 0.35 0.66 0 5.25
Protestants, 1980 84 14.43 23.88 0 97.80
Secondary school enrollment 85 67.93 30.47 11.33 149.54
Trade 85 71.16 39.16 19.48 258.83

Notes : The variables represent the average for the period 1981-2005, unless stated otherwise. The
sample of countries is limited to the basic sample analyzed in cross-section regressions.

 

 

Appendix II.b. Percentiles of institutional variables 

 

Percentile 1984 1984-
2005 1981 1981-

2005
10 0.0 0.9 1.0 2.1
20 0.4 1.2 1.0 3.0
30 1.0 1.6 2.0 3.4
40 2.0 2.0 3.0 4.5
50 2.0 2.3 3.0 5.1
60 2.4 2.5 5.0 5.6
70 3.0 2.9 7.0 6.8
80 3.5 3.7 7.0 7.0
90 4.0 4.0 7.0 7.0

Notes : The sample of countries is limited to the basic sample of cross-section
regressions.

Bureaucracy quality Executive constraint
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APPENDIX III. SAMPLES 

A) Basic sample of cross-section analysis: 

Albania, United Arab Emirates, Australia, Austria, Belgium, Bangladesh, Bulgaria, Bahrain, 

Bolivia, Brazil, Brunei, Canada, Switzerland, Chile, China, Cote d'Ivoire, Cameroon, Congo 

(Dem. Rep.), Colombia, Costa Rica, Denmark, Dominican Republic, Algeria, Ecuador, Egypt 

(Arab Rep.), Spain, Finland, France, Gabon, United Kingdom, Ghana, Greece, Guatemala, 

Guyana, Hong Kong, Honduras, Hungary, Indonesia, India, Ireland, Iran (Islamic Rep.), 

Iceland, Israel, Italy, Jamaica, Jordan, Japan, Kenya, Korea (Rep.), Liberia, Sri Lanka, 

Morocco, Mexico, Mali, Malawi, Malaysia, Nicaragua, Netherlands, Norway, New Zealand, 

Pakistan, Panama, Peru, Philippines, Papua New Guinea, Portugal, Paraguay, Romania, Saudi 

Arabia, Sudan, Senegal, El Salvador, Sweden, Syrian (Arab Rep.), Togo, Thailand, Trinidad 

and Tobago, Tunisia, Turkey, Uruguay, United States, Venezuela (R.B.), South Africa, 

Zambia and Zimbabwe. 

B) Additional countries in the panel data analysis: 

Angola (BQ/ EX), Argentina (BQ/ EX), Armenia (BQ/ EX), Azerbaijan (BQ/ EX), Bahamas 

(BQ), Belarus (BQ/ EX), Benin (EX), Bhutan (EX), Botswana (BQ/ EX), Burkina Faso (BQ/ 

EX), Burundi (EX), Cambodia (EX), Central African Republic (EX), Chad (EX), Comoros 

(EX), Congo, Rep. (BQ/ EX), Croatia (BQ/ EX), Cuba (BQ/ EX), Cyprus (BQ/ EX), Czech 

Republic (BQ/ EX), Djibouti (EX), Equatorial Guinea (EX), Eritrea (EX), Estonia (BQ/ EX), 

Ethiopia (BQ/ EX), Fiji (EX), Gambia (BQ/ EX), Georgia (EX), Germany (BQ/ EX), Guinea 

(BQ/ EX), Guinea-Bissau (BQ/ EX), Kazakhstan (BQ/ EX), Kuwait (BQ/ EX), Kyrgyz 

Republic (EX), Lao PDR (EX), Latvia (BQ/ EX), Lebanon (BQ), Lesotho (EX), Libya (BQ/ 

EX), Lithuania (BQ/ EX), Luxembourg (BQ), Macedonia (EX), Madagascar (BQ/ EX), Malta 

(BQ), Mauritania (EX), Mauritius (EX), Moldova (BQ/ EX), Mongolia (BQ/ EX), 

Mozambique (BQ/ EX), Namibia (BQ/ EX), Nepal (EX), Niger (BQ/ EX), Oman (BQ/ EX), 

Poland (BQ/ EX), Qatar (BQ/ EX), Russian Federation (BQ/ EX), Rwanda (EX), Sierra Leone 

(BQ/ EX), Slovak Republic (BQ/ EX), Slovenia (BQ/ EX), Solomon Islands (EX), Suriname 

(BQ), Swaziland (EX), Tajikistan (EX), Tanzania (BQ/ EX), Uganda (BQ/ EX), Ukraine (BQ/ 

EX), Uzbekistan (EX), Vietnam (BQ/ EX) and Yemen (BQ/ EX). 

BQ indicates that the country is included in the regressions with bureaucracy quality, and EX 

indicates that the country is included in the regressions with executive constraints. 
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